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The Effect of a Wall Boundary 
Layer on Local l a s s Transfer 
From a Cylinder in Crossflow 
A naphthalene sublimation technique is used to determine the circumferential and 
longitudinal variations of mass transfer from a smooth circular cylinder in a 
crossflow of air. The effect of the three-dimensional secondary flows near the wall-
attached ends of a cylinder is discussed. For a cylinder Reynolds number of 19000, 
local enhancement of the mass transfer over values in the center of the tunnel are 
observed up to a distance of 3.5 cylinder diameters from the tunnel wall. In a 
narrow span extending from the tunnel wall to about 0.066 cylinder diameters 
above it (about 0.75 of the mainstream boundary layer displacement thickness), 
increases of 90 to 700 percent over the two-dimensional flow mass transfer are 
measured on the front portion of the cylinder. Farther from the wall, local increases 
of up to 38 percent over the two-dimensional values are measured. In this region, 
increases of mass transfer in the rear portion of the cylinder, downstream of 
separation, are, in general, larger and cover a greater span than the increases in the 
front portion of the cylinder. 

Introduction 
Knowledge of the circumferential and longitudinal 

variations of heat transfer from a circular cylinder in 
crossflow is necessary for the successful design of heat 
transfer equipment and instrumentation such as boilers, heat 
exchangers, hot-wire anemometers, and electrical conductors. 
For this reason, and because of its relatively simple flow and 
design characteristics compared to other streamline-shaped 
surfaces, the circular cylinder has been subjected to many 
theoretical and experimental studies of which references 
[1-10] are only a sample. 

In recent years, many experimental investigations have been 
directed to a better understanding of the effect of turbulence, 
tunnel blockage, and suface roughness on heat transfer. 
Examples of such studies are given in references [2, 11-16]. 
These studies do not include a quantitative investigation of 
the longitudinal as well as peripheral variations of transfer 
coefficients near the wall-attached end of a cylinder. 

It is known that three-dimensional separated flows develop 
near the base of an obstacle protuding from a wall when the 
obstacle is exposed to a crossflow. The main qualitative 
feature of these flows, a horseshoe vortex system, has been 
studied extensively, mostly using flow visualization 
techniques (cf., references [17-25]). Although qualitatively 
understood in terms of the effect of the boundary layer in the 
approaching flow, a sound theoretical solution for this 
complex flow pattern is as yet unavailable. The data, 
however, suggest that the horseshoe vortex system appears 
throughout a large velocity range and with many different 
geometries. Sedney and Kitchens [20], for example, found 
that the vortex structure they observed in supersonic turbulent 
flow conditions is similar to that seen by Norman [19], who 
studied obstacles in low-speed laminar flows. Marchal and 
Sieverding [21] observed essentially the same vortex system in 
front of the leading edge of a turbine blade. Evidence of the 
existence of horseshoe vortices were also found in heat 
transfer pattern studies of narrowly-spaced heat exchanger 
fins (cf., references [26-28]). 

The main objective of the present work is to develop and 
apply a method of measuring local transfer coefficients 
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around and along a circular cylinder at all locations, near the 
tunnel wall as well as away from it. Thus, the effect of the 
three-dimensional secondary flows, including the horseshoe 
vortex system, on mass (heat) transfer characteristics of a 
cylinder can be determined. The naphthalene sublimation 
technique is used. A long cylinder, coated on the outside with 
naphthalene, is installed vertically in a wind tunnel such that 
its naphthalene-covered surface extends from below the 
bottom wall of the tunnel to near the top wall. Measurements 
are taken along the cylinder over the span 0<y/L<0.6 and 
around its entire circumference. The variations of Sherwood 
number with angle and distance from the tunnel wall have 
been determined at Re = 19000 and 8*/d = 0.0877. 

Experimental Apparatus and Measurement Technique 

The apparatus consists of three main parts: the test 
cylinder, the wind tunnel, and the data acquisition system. 

Test Cylinder. The cylinder is made of stainless steel tubing 
with a diameter of 25.4 mm and a length of 305 mm, which is 
equal to the height of the wind tunnel. A recess about 1-mm 
deep is machined into the outer surface of the stainless steel 
tube in the region where naphthalene cover is desired. The 
naphthalene layer extends over most of its outer surface. A 
span of 19.1 mm adjacent to each end is left uncoated. 

Before each test, a new naphthalene casting is made in the 
following way. The cylinder is mounted inside a two-piece 
aluminum mold with an inside diameter that matches the 
outside diameter of the cylinder near its ends but not in the 
recessed region. Molten naphthalene is then poured into the 
recess. After the naphthalene solidifies and the entire ap­
paratus is cooled to room temperature, three ring heaters and 
a heat gun are employed to heat the mold from the outside 
until its temperature reaches about 75-78°C. Meanwhile, air 
is blown through the center of the cylinder, keeping it near 
room temperature. As a result, the mold expands while the 
cylinder and the naphthalene layer remain relatively un­
changed. This allows a separation of the mold from the 
cylinder without damaging the naphthalene cast. 

With the aid of ring heaters and a few thermocouples, the 
temperature of the cylinder and the mold can be controlled 
before and during the casting process. Thus, all the casts are 
obtained in the same way and under the same thermal con-

260/Vol. 106, MAY 1984 Transactions of the ASME 

Copyright © 1984 by ASME
  Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



ditions. The errors which could have resulted from variation 
of crystallization characteristics between runs are minimized. 
The naphthalene surface is extremely smooth everywhere, 
wide) corresponding to the lines where the two mold pieces 
join. The strips are smoothed off with a small file before each 
run. Then, as the cylinder is put in the wind tunnel, the strips 
are positioned at 6 = 135 deg and 315 deg. The measured 
mass losses, which are virtually symmetrical around the 
periphery, indicate that the strips have no significant effect on 
the outcome of the experiment. 

Nine thermocouples are used for temperature 
measurements on the cylinder. They are installed on the 
stainless steel surface 1.0 mm below the outer surface of the 
naphthalene layer. Five thermocouples are positioned along 
the cylinder and the other four are located around its cir­
cumference. These thermocouples monitor the temperature 
during the wind tunnel runs as well as during the casting 
process. Four thermocouples are installed in the two mold 
pieces. 

Wind Tunnel. The experiments are performed in a suction-
type wind tunnel. The entrance section of the tunnel contains 
two filters, a honey-comb flow straightener and dampening 
screens before the 9 to 1 contraction section. This is followed 
by a rectangular test section measuring 61-cm wide by 30.5-cm 
high. The tunnel is run open cycle. The free stream velocity 
(U„) is determined from the dynamic pressure which is 
measured by an impact tube in conjunction with a wall static 
tap. The impact-static pressure difference is detected by a 
Baratron solid-state capacitance-type pressure meter capable 
of sensing 10"3 mm-Hg. The static pressure is determined by 
subtracting the room-static tap pressure difference from the 

room barometric pressure. The turbulence intensity of the 
free stream (Tu) was measured without the cylinder present. 
The tunnel's bottom wall boundary layer is tripped just 
upstream of the test section. (The tripping wire diameter is 
about 1.6 mm.) Measurements of the mainstream boundary 
layer profile were conducted while the cylinder was out of the 
wind tunnel. The tip of the impact tube used in the 
measurements was positioned about 5 mm upstream of the 
cylinder's stagnation line (0 = 0 deg) location during mass 
transfer data runs. The velocity variation in the boundary 
layer was close to a one-seventh power profile. The 
displacement thickness of the mainstream boundary layer, 8*, 
is such that the center of the wind tunnel (y/L = 0.5) 
corresponds to y/8* = 68.4 and yld = 1.0 corresponds to 
y/8* = 11.4. Table 1 lists the operating conditions during the 
test runs. 

The test cylinder is positioned vertically in the middle of the 
tunnel's cross section, about 432 mm downstream of the 
boundary layer trip. The naphthalene-covered portion extends 
from 6.4 mm below the tunnel's bottom wall to 260 mm above 
it (about 45 mm below the top wall). A schematic view of the 
cylinder as it is positioned in the wind tunnel is shown in Fig. 
1. The cylinder is mounted into a 50.8-mm diameter delrin AF 
rod whose upper surface is aligned smoothly with the bottom 
wall. The rod has a round hole, 25.4 mm in diameter and 
25.4-mm deep. The hole diameter equals the cylinder O.D. 
and assures a very tight fit between the naphthalene surface 
and the bottom wall. Another delrin rod with a diameter 
equal to that of the test cylinder is inserted through the top 
plate to join the top end of the cylinder. Besides holding the 
cylinder firmly in place, the two delrin rods also insulate the 
cylinder from outside thermal influences. During data runs, 
the tunnel temperature is monitored by means of a 0.1 °F 

Nomenclature 

Cp = specific heat, at constant 
pressure, for air 

d = diameter of the test cylinder Tu = 
Df = mass diffusion coefficient t = 

for naphthalene vapor in air; 
taking Sc = 2.5 [29], Df = U„ = 
y/2.5 W = 

h = local convective heat transfer 
coefficient x = 

hm = local mass transfer coef­
ficient y = 

H = shape factor, 8*/82 
k = thermal conductivity 
L = length of test cylinder (also z = 

the height of the wind tunnel) 
m = local naphthalene mass a = 

transfer rate per unit area of 5 = 
the cylinder surface 

n = exponential power in the 8* = 
heat-mass transfer 
correlation equation, 
equation (4) 82 = 

pv = local vapor pressure of 
naphthalene at the cylinder 
surface averaged over the At = 
time of exposure in the wind 
tunnel 

R„ = gas constant for naphthalene 
(universal gas constant AT = 
divided by molecular weight 
of naphthalene—128.19) 6 = 

t = local temperature of 
naphtha lene surface 

averaged over exposure time 
in wind tunnel 
turbulence intensity 
thickness of naphthalene 
layer 
mean velocity of main stream 
width of the wind tunnel test 
section 
direction along the tunnel 
test section 
direction along the cylinder 
center line; y = 0 on the 
tunnel bottom wall 
direction across the tunnel 
test section 
thermal diffusivity, k/Cpp 
mainstream boundary layer 
thickness 
displacement thickness of 
mainstream boundary layer 
just upstream of the cylinder 
momentum thickness of 
mainstream boundary layer 
just upstream of the cylinder 
change in local naphthalene 
thickness due to sublimation 
during exposure in wind 
tunnel 
time of cylinder exposure in 
wind tunnel 
angle around the cylinder 
measured from the front 
stagnation point, deg 

H = dynamic viscosity of air 
v = kinematic viscosity of air, 

p = density of air 
ps = density of solid naphthalene 

Pu>w = local naphthalene vapor 
density on the cylinder 
surface averaged over ex­
posure time in wind tunnel 

Dimensionless parameters 
Nu 
Pr 
Re 

Re, 

Res, = 

Sc = 

Sh 

Nusselt number, hd/k 
Prandtl number, via 
Reynolds number based on 
cylinder diameter, Umd/v 
Reynolds number based on 
distance from virtual origin 
of wall boundary layer to the 
leading edge of the cylinder 
Reynolds number based on 
momentum thickness of the 
main flow boundary layer 
just upstream of the 
cylinder's location, Ua82/v 
Schmidt number, v/Dj ( — 
2.5 for naphthalene in air 
[29]) 
Sherwood number, h,„dlDf 
Sherwood number averaged 
over the circumference at a 
constant y 

y/8* = dimensionless elevation 
yld = dimensionless elevation 
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Re 
Re* 

T 

Table 1 

19,000 
490,000 
12.0 M/S 
0.43% 

Operating conditions 
Free Stream 

Top Wal 

Re 
Rex 

13,700 
350,000 
8.6 M/S 
0.54% 

rf=25.4mm 
blockage ratio, dl W= 0.0417 

aspect ratio, L/d= 12/1 

Bottom Wall Boundary Layer, Re = 19,000** 

6* ~ 2.23 mm 
5j — 1.73 mm 
/ / = 1.29 
Re62 = 1294 

"Measurements at Re ~ 13,700 are limited to the two-
dimensional flow region. 

ASTM-certified thermometer positioned at the center of the 
tunnel cross section, about 1 m downstream of the cylinder, 
and with a thermocouple fastened to the tunnel's bottom wall 
near the cylinder. 

Data Acquisition System. The data acquisition system 
includes a modified lathe, a depth gage, a signal conditioner, 
and a digital voltmeter. 

The lathe is equipped with a special gear wheel having 60 
holes evenly spaced around its circumference. With the aid of 
these holes and specifically designed pin, the gear's rotational 
motion can be stopped and locked in place every 6 deg. A 
ruler with 0.01 in. spacing is mounted on the lathe bed. It is 
used to monitor the movement of the Compound Rest which 
houses the depth sensor. This sensor is a Schaevitz Linear-
Variable-Differential-Transformer (LVDT) gage, type PCA-
220-010; it has a linear range of .020 in. ( -0 .51 mm) and a 
resolution of about ± 5 - 6 x l 0 - 6 in. ( ~ 1 . 3 - I . 5 x l 0 - 4 

mm). This fine resolution is two-to-three orders of magnitude 
smaller than the actual change in naphthalene thickness 
during the tests which varies from about 1.3 x 10"2 to about 
1.3 x 10 ' ' mm. The gage is connected to a Schaevitz model 
CAS-025 signal conditioner that converts the a-c voltage 
output of the gage to a d-c voltage which is measured with a 
digital voltmeter. 

To enable repositioning of the cylinder such that readings 
can be taken at the same locations on the surface as in 
previous (pre-tunnel exposure) measurements, a small, conic-
shaped recess is indented into the stainless steel surface near 
the top of the cylinder. When the cylinder is put in the wind 
tunnel, this recess is always positioned in the same angle 
relative to the stagnation point. Before the sublimation depth 
measurements begin, the cylinder is placed on the lathe 
horizontally between two centers. The lathe gear is then 
locked into place while the tailstock is left somewhat loose, 
permitting manual rotation of the cylinder while the lathe 
shaft stays stationary. By moving the Compound Rest along 
the cylinder and slowly rotating it, the gage position is ad­
justed to the center of the small recess where the lowest 
possible reading on the stainless steel surface near the top of 
the cylinder can be obtained. The tailstock is then tightened, 
securing the cylinder in its place. The gage is, therefore, set at 
the same starting point relative to the cylinder's orientation in 
the tunnel before each set of measurements begins. 

The measurements are conducted in the following manner. 
First, the cylinder is rotated by means of the lathe's shaft to a 
particular angle, 8; then, the locking pin is pushed into the 
hole corresponding to the desired angle, keeping the cylinder 
in a fixed position. Next, the Compound Rest is driven 
laterally along the cylinder, stopping at predetermined 
locations on the ruler and allowing the depth gage to take 

30.48 
cm 

26.04 
cm 

cm 

Top Extension Rod 
Delrin) 

-Stainless Steel 
Tubing 

2.54cm 

-Naphthalene Layer 

Bottom Wall Removeable Cap 
(Stainless Steel) 

Bottom Holding Rod 
(Delrin) 

Fig. 1 A schematic view of naphthalene cylinder installed in the wind 
tunnel (dimensions in centimeters) 

readings at the designated points on the naphthalene surface. 
At each angle, measurements are also taken at two points on 
the stainless steel surface, one near each end of the cylin­
der—these are reference points for the rest of the readings at 
that angle. A datum line between the two reference points is 
calculated and all the measurements on the naphthalene are 
taken relative to it. This procedure is repeated at all the 
required angles around the circumference of the cylinder. 

The employment of an ultra-precision depth gage combined 
with a careful measuring procedure produced a high level of 
precision and repeatability in the measurements. 

Procedure 

Using the equipment described above, initial readings of the 
naphthalene surface contours are taken before each data run 
at designated locations along and around the cylinder's outer 
surface. Upon completion of these measurements, the 
cylinder is sealed in a specially made container to prevent 
sublimation due to natural convection. It is then taken to the 
wind tunnel and exposed to the air stream for a period of 
50-70 min, depending upon operating conditions. Finally, a 
second set of readings of the surface profile is obtained at the 
same locations as before. 

The local sublimation depth, At, is determined by sub­
tracting the final local measurement from the initial one. In 
all the test runs, the largest values of At never exceed 0.5 
percent of the cylinder diameter. Since the mainstream flow 
has no naphthalene in it, the local mass transfer coefficient is 
given by 
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where 

and 

Pv,w ' 
PAT) 
TR„ 

(1) 

(2) 

2.0 -

Ps = 1.145 gm/cm3 [25]) 

7 is obtained for each location from the readings of one or 
two thermocouples closest to it. The corresponding pv is then 
determined by the Sogin vapor pressure-temperature relation 
[29]. 

The results are expressed in terms of the local Sherwood 
number 

Sh = 
hmd 

Df 
(3) 

Sublimation by natural convection occurs primarily during 
the sublimation depth measurements. It is found ex­
perimentally to take place at a rate of about l .OxlO" 4 

mm/min. A correction factor, based on this rate and the 
measurement time is used in the calculations to copmensate 
for this error. At the locations where the sublimation rate due 
to the tunnel's air stream is lowest (near the flow separation 
angle), the natural convection correction factor is about 15 
percent of the total sublimation depth. Much smaller 
corrections (5 percent or less) are needed elsewhere on the 
naphthalene surface. 

Results 

Mass transfer measurements were taken around the whole 
circumference of the cylinder. The results were essentially 
indifferent to the side of the symmetry line on which the 
measurements were performed. 

Near the middle of the wind tunnel the mass transfer 
distribution around the cylinder is not influenced by 
variations along the span (length) of the cylinder. The flow 
around the cylinder in this region is, effectively, two 
dimensional and the assumption of infinite cylinder length is 
appropriate. In Fig. 2, the measured peripheral Sh 
distribution is shown for several elevations above the wall, all, 
however, at sufficient elevation to be in the region of two-
dimensional flow. The heat or mass transfer distribution 
pattern in the two-dimensional flow region is well known. As 
0 increases from zero at the stagnation point, the static 
pressure on the cylinder surface drops and the flow ac-

Sh 
TRe" 

1.0 

-

<5= S-Q-_sJ_a 

Re 

o 19,000 
A 19,000 
D 13,700 
V 13,700 
O 122,000 

^ ^ f t 
y / S * 

58.3 
64.0 
49.3 
62.1 
Ref. [10] 

I I 
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U\ g 
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20 40 60 
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Fig. 3 The experimental and theoretical distributions of Sherwood 
number in the front portion of the cylinder; two-dimensional region 

celerates. However, the gradual increase of the cylinder 
boundary layer thickness with distance from stagnation 
causes a gradual decrease in the heat (mass) transfer. As 
separation is approached, the boundary layer increases in size 
and its velocity profile approaches a separation contour [30]. 
These two effects result in a sharp decrease of the local heat 
(mass) transfer rate. A relatively rapid increase in Sh is seen in 
the wake immediately downstream of the separation point. As 
6 increases from 100 deg to 130 deg, Sh remains nearly un­
changed. It then gradually increases as 6 approaches 180 deg. 

The measured values of Sherwood number are compared in 
Fig. 3 with Frossling's theoretical solution for two-
dimensional laminar flow [3]. Measured values of Sh at Re = 
13700 and 19000 are shown for several sufficiently high 
elevations to be in the two-dimensional region. Mass transfer 
data obtained by Sogin and Subramaniam [10] for Re = 
122000, Sc = 2.5 (naphthalene) and Tu = 0 . 8 percent are also 
shown in the figure. Frossling calculated the Nusselt number 
distribution in the front portion of a cylinder for Pr = 0.7. 
His results were correlated with the mass transfer data by 
means of the relation 

Sh/Nu~[Sc/Pr]" (4) 

the value of the n power is taken to be 0.34, as recommended 
by Zukauskas [2], for the front portion of the cylinder; Sc is 
equal to 2.5 [29]. In the range 0 deg<0<4O deg, the data 
points are 2-7 percent above the theoretical curve which was 
calculated assuming no turbulence effect. In the range 40 
deg<0<7O deg, the increasing influence of the oncoming 
separation on the boundary layer profile causes the real 
(measured) Sh to fall off. Since the theory does not account 
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Fig. 4(a) Plane of symmetry representation of the horseshoe vortex 
system. S and P are separation points; A is an attachment point. 

'*%^ 
Fig. 4(b) Three-dimensional boundary layer separation and horseshoe 
vortex system in the region of interaction between mainstream 
boundary layer and a cylinder protruding from a wall 

for separation, it diverges from the measured value when 
0>7O deg, where separation effects predominate. 

The circumferential average Sh (Sh) values were deter­
mined from the local measurements using the summation 

Sh = 
1 = 1 1 

360 deg / 
L>,-A0; (5) 

where j is the total number of measurements at a given y/b* 
andA0 ; = (0 / + 1 - 0,_,)/2. 

Discussion of circumferential average Sherwood number 
variation with y/b* is given later. In the two-dimensional flow 
region, the following values were obtained: 

at Re = 13700, Sh= 128 

at Re = 19000, Sh= 143 

These values were compared to the heat transfer results of 
earlier studies. They agree within 10 percent with the 
correlation curves of Zukauskas [2] and Whitaker [31]. In 
general, the data from many different investigations show 
scatter of ± 25 percent around these correlation curves. 

In a region extending spanwise along the cylinder from the 
tunnel wall to y/b* = 40 (y/d = 3.5), deviations from the 
mass transfer pattern in the two-dimensional flow regime are 
detected. The tunnel wall affects the flow conditions in this 
region and the Sh distribution is no longer independent of .y. It 
is appropriate, therefore, to discuss the flow mechanisms that 
cause the changes in mass transfer before the resutls obtained 
in the wall-effected region are presented. 

Studies of the flow near the base of a cylinder in crossflow 
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Table 2 Peripheral angles corresponding to measurements
shown in Fig. 6

Exact angle of measurement
Symbol Run no. Fig. a Fig. b Fig. c Fig.d Fig. e

0 8 4deg 56deg 85 deg 146 deg 176 deg
A 4 2deg 58 deg 86deg 146 deg 178 deg
0 9 2deg 58 deg 86deg 146 deg 178 deg
v 11 2deg 58 deg 86 deg 146 deg 178 deg
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Fig. 6 Variation of Sherwood number along the cylinder at
representative angles:~· =2.23 mm; Sc = 2.5; scale change at y/~· =
1.6; Re = 19000

test run. As (J increases past 90 deg, the trench gradually
disappears since the vortex which creates it leaves the cylinder
surface and goes off in the mainstream direction. A careful
inspection of the trench with the aid of a microscope reveals a
"U"-shape cross section, as would be expected if indeed it
was created by a small but very intense vortex. Moreover, a
second depression-much smaller and almost invisible-can
be detected just above the trench at y / o· between 0.5 and 0.7.
This depression apparently is created by the V3 vortex shown
in Fig. 4(a). Enchancement of mass transfer due to the large
vortex VI is found at elevations of y/o· - 3 to y/o· - 8.
Because of its size, VI affected a greater span of the cylinder
surface than its smaller counterparts. However, the
magnitude of the increase associated with VI is small corn­
pared to that associated with V2.

Spanwise variations of Sherwood numt>er are shown for
representative angles in Fig. 6. Table 2 is given as a sup·
plement to Fig. 6; it lists the anghiO of each data point shoWn
in the figure. (Note the scale change of the y/o·-axis in this
figure.) The front and the back of the cylinder show different
patterns. Large values of Sh are foun~ in the front of the

Fig. 5 The trench on the cylinder's surface. The main flow direction is
from left to right; y = 0 is at the plane adjacent to the bottom line of the
trench.

reveal a breakdown of the two-dimensional crossflow pattern.
The increase in static pressure due to the deceleration of the
main flow as it approaches the cylinder is larger than the
slower fluid in the wall boundary layer can overcome. The
result is a spanwise secondary flow toward the tunnel wall and
the separation of the approaching boundary layer upstream of
the cylinder. Driven by the spanwise pressure gradients, a
horseshoe vortex system is formed in the region of separation
(cL, references [17-25]). This system is shown in Figs. (4a)
and 4(b). Figure 4(a) is a plane of symmetry view based on a
model suggested by Norman [19] and adapted by Sedney and
Kitchens [20] combined with the pattern implied by the mass
transfer results of this study. Similar models were suggested
by Hunt, Abell, Peterka, and Woo [23] and Baker [24]. Figure
4(b) is a schematicpresentation of the three-dimensional flow
pattern in the cylinder-boundary-layer interaction region.
Despite the fact that the number of vortices formed between
the primary separation at S and the attachment at A may vary
from one to five or even seven [19, 20], only one vortex (VI) is
shown there in Figs. 4(a) and 4(b). Since no measurements
were taken on the tunnel wall, only the vortices which directly
affected mass transfer from the cylinder are shown in the
figures. The vortex VI is of the same order-of-magnitude as
the main-flow boundary layer thickness; it is one-order-of­
magnitude larger than V2, which itself is so small that most
invetigators were unable to observe it. The work of Sedney
and Kitchens [20] and Baker [24], however, affirms the
existence of V2. The mass transfer results of this work imply
the existence of the yet smaller vortex V3. This last vortex,
which is not shown in Fig. 4(b), can be traced around the front
portion of the cylinder, just above V2.

As will be shown, the three vortices shown in Fig. 4(a)
directly affect the mass transfer patterns on the cylinder.
Especially pronounced is the influence of V2. This vortex is
apparently so intense that it creates an observable trench in
the naphthalene surface. The trench seen in Fig. 5 was created
during the normal exposure time of the cylinder in the wind
tunnel. The main-flow direction in Fig. 5 is from left to right.
As shown in Fig. I, the cylinder was set in the wind tunnel
such that part of its naphthalene-covered surface extended
under the tunnel wall and thus was unaffected by the flow.
The trench was formed just above the tunnel wall, extending
spanwise from y / o· - 0 to about y / o· - 0,4 (a distance of
about 0.9 mm). Its formation could be observed during the

Journal of Heat Transfer MAY 1984, Vol. 106

Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



400 

300 

O 
O 

I . 
CO 

sz 
<r> 

200 

100 

0 

o 

-
u 
V 

A 

o 
o 

% 

AA 

°o 

A A 

I 

On 

vb 
V 

A 
A 

I 

O 
O 

D 
VD 

V 

A A 

°° O 
o 

9 
9 9 

AA &$ 

I 

O 

% 

o 

y / S * 

O - 0 . 1 1 

A - 0 . 7 4 

• - 5.87 

V - 58.3 

BE §Q § a 

6o D 

I 

V2 vortex 

~sep. pt. P 

V1 vortex 

2-D region 
• 

§i 8§ S» S 

0 20 40 60 80 100 120 140 160 180 
9 (degrees) 

Fig. 7 Sherwood numbers at several elevations near the tunnel wall 
and in the two-dimensional region; Re - 19000 

c/) 
c 
E 

110 

100 

3> 

^ 90 
CD 

80 

o Q (m in Sh) 

2-D Region # ( m i n Sh) 

— y / d = 1 

J L JJ_ 
6 

y / S * 
10 12 

Fig. 8 Variation of the angle corresponding to minimum Sh number 
with y/S*; Re = 19000 

cylinder (Figs. 6a, b, c) for y/8* ~ 0.1 to 0.2, apparently due 
to the intense vortex V2; no such peaks are observed in the 
back (Figs. 6c? and e). In the wake region, increases of mass 
transfer are seen up to y/5* = 40 (y/d - 3.5), while, in the 
front, there is little variation in Sh for y/d* > 10 (y/d>0.9). 
Near 6 = 180 deg (Fig. 6e), Sh has a maximum increase of 
about 38 percent over the two-dimensional region value at the 
same angle; this occurs at .y/5* = 6. For 0<7O deg, increases 
of 7-13 percent over Sh values in the two-dimensional region 
are seen at y/5* —5. The small increases in the front portion 
of the cylinder at y/8* ~ 3 to 8 (Fig. 6a and b) are attributed to 
the vortex VI. The extensive increases of Sh in the back region 
could result from the stretching of the wake's eddies due to 
the additional Reynolds stresses created by the spanwise 
pressure gradients. In general, it is possible for very small 
vorticity amplifications to produce relatively large increases in 
wall-heat(mass)-transfer as was shown by Sutera [32] for a 
near stagnation point flow. Similar effects could take place in 
the wake of a cylinder. Very near the separation point (Fig. 
6c), Sh is virtually unchanged for all y/5*>l. However, 
under the influence of the vortex V2, an increase of about 700 
percent over this Sh value is seen at y/5* = 0.114. The relative 
increases of Sh over the two-dimensional flow values 
gradually decline as 8 decreases from 85 deg to 0 deg. Near 8 
= 0 deg, the Sh peak is about 90 percent higher than its two-
dimensional value. 

A local minimum in Sh is observed at y/8* ~ 0.74 for 0 
deg<0<6O deg and at y/8* = 0.9 to 1.2 for 60 deg <0<9O 

deg. This minimum is associated with the separation line 
which corresponds to point P of Fig. 4(c). Separation at this 
location was detected by Sedney and Kitchens [20], Hunt, 
Abell, Peterka, and Woo [23]; and Baker [24]. The 
measurements show a small peak, or a shoulder, appearing 
consistently at all 8 between 10 deg and 90 deg at y/5* = 
0.5-0.7 (Figs. 6b and c). This peak may be due to the vortex 
V3 postulated in Fig. 4(a). 

A comparison of the longitudinal variation of Sh in the 
wake at 8 = 146 deg and 8 = 178 deg (Figs. 6d and e) reveals 
somewhat different characteristics at the two angles. As y/8* 
decreases from 5 to zero, a continuous decline of Sh is ob­
served at 8 = 178 deg. On the other hand, a moderate increase 
appears at 8 = 146 deg as y/8* decreases from 1.2 to 0.2. The 
same pattern could be seen at all 8 between 115 deg and 150 
deg. This increase is much less pronounced than its coun­
terparts in the front portion of the cylinder. Nevertheless, it is 
indicative of some mixing pattern which takes place in that 
region. 

The circumferential distribution of Sh in the two-
dimensional region is compared in Fig. 7 with the 
distributions at y/8* = 5.87, where the maximum effect of 
the vortex VI is detected, at y/8* = 0.114, where the 
maximum effect of the vortex V2 is seen, and at y/8* = 0.74, 
where local minimum is found in the front portion of the 
cylinder (separation point P of Fig. 4a). The significant 
enhancement due to V2 is evident. The distribution at y/8* = 
5.87 is similar to the two-dimensional distribution, especially 
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in the front of the cylinder. This observation leads to the 
conclusion that the secondary flow (VI) affecting this 
distribution changes neither the basic flow structure within 
the cylinder's boundary layer nor the location of the 
separation angle where the lowest values of Sh are observed. 

Figure 8 shows the variation of the angle corresponding to 
the minimum value of Sh with y/8*. For y/8* > 1.2 (i.e., at 
elevations somewhat higher than the separation point P—Fig. 
4a), no significant change in location takes place. At smaller 
y, the angle at which the minimum Sh occurs increases sharply 
as the tunnel wall is approached. 

The circumferental average of Sh(Sh) was determined 
using equation (5). The variation of Sh along the cylinder 
is shown in Fig. 9. The increase over the two-dimensional 
value is about 13 percent at y/8* = 5.87, and 83 percent at 
y/5* = 0.114. A small secondary peak due to the effect of the 
vortex V3 is seen at y/8* = 0,51. 

Final Remarks 

The effect of a wall boundary layer on mass transfer from a 
cylinder has been described for Re = 19000 and b*/d = 
0.0877. The measurements indicate a close association be­
tween the horeshoe vortex system and mass transfer 
characteristics in the front portion of the cylinder. A small but 
very intense vortex located near the cylinder tunnel-wall 
attachment line produces extremely high values of Sh over a 
narrow strip near the base of the cylinder and part way 
around its circumference. Spanwise pressure gradients, 
created by the interaction between the cylinder and the tunnel 
wall boundary layer, enhance heat transfer in the cylinder 
wake region up to a distance of 405* (3.5d) from the wall. 
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The Effect of Free-Streai 
Turbulence on Heat Transfer From 
a Rectangular Prism 
This paper discussses the effect of free-stream turbulence on the constant tem­
perature heat transfer rate from the surface of a two-dimensional rectangular body 
that is subject to a strongly favorable pressure gradient. Free-stream turbulence 
levels of 2 to 5 percent enhanced the heat transfer by 48 to 55 percent over predicted 
laminar values. Free-stream turbulence levels of 10 to 35 percent produced heat 
transfer results that behaved in some aspects as turbulent predictions, although 
considerably enhanced in magnitude over the predicted values. 

Introduction 
This work presents a continuation of research that is 

concerned with forced convective heat transfer from blunt 
bodies of rectangular cross section. Previous wind tunnel 
studies by Sam, Lessmann, and Test [1] and Test and 
Lessmann [2] investigated the fluid mechanics and heat 
transfer characteristics of a two-dimensional model having a 
6/1 aspect (chord to height) ratio. One significant result 
reported by [2] was a 50 percent increase in the laminar heat 
transfer over analytical predictions. This enhancement in heat 
transfer was attributed to free-stream disturbances in the wind 
tunnel created by wake oscillations behind the model. 

An outdoor study by Test, Lesmann, and Johary [3] ob­
tained heat transfer measurements for a 6/1 aspect ratio 
model having 6 times the chord of the wind tunnel model. The 
high natural turbulence of the environment resulted in free-
stream turbulence levels of 20 to 40 percent; and the laminar 
heat transfer was reported to be enhanced by about 300 
percent. One of the main goals of this research was to 
determine how wind tunnel studies could be used to predict 
behavior in the natural environment. In the end, it indicated a 
need for a better understanding of the free-stream turbulence 
heat transfer interaction in order to achieve this goal. 

Several other investigators have also examined the effect of 
free-stream turbulence on heat transfer. Many studies [4-7] 
have reported significant increases in heat transfer of 60 to 80 
percent in the vicinity of the stagnation line on cylinders with 
free-stream turbulence intensitites under 10 percent. Due to 
the strong favorable pressure gradient in such stagnation 
regions, the flow remains laminar in this situation. 

Flat-plate experiments have produced conflicting evidence 
concerning the influence of free-stream turbulence with and 
without a favorable pressure gradient in both laminar and 
turbulent flows. Kestin [6] and Junkhan and Serovy [4] 
reported no enhancement for laminar flow with zero pressure 
gradient and also none in turbulent flow with or without a 
pressure gradient. However, for laminar flow over a flat plate 
with a presure gradient, Junkhan and Serovy [4] reported 
about a 20 percent enhancement for a free-stream turbulence 
level of 3 percent; whereas Kestin [6] reported a smaller 
enhancement of 6 percent for 4.5 percent turbulence intensity. 
In contrast to the results of [4] and [6], Smith and Kuethe [5] 
and Dyban and Epik [8], when working in overlapping 
Reynolds number ranges, found heat transfer enhancement of 
30-50 percent for laminar zero pressure gradient flow sub­
jected to 6-9 percent free-stream turbulence. 
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Dyban and Epik [8] reported a 20 percent enhancement for 
turbulent flow without a pressure gradient with 9 percent free-
stream turbulence. Simonich and Bradshaw [9] and Slan-
ciauskas and associates [10, 26] also reported heat transfer 
increases for zero pressure gradient turbulent flows. Both 
found about a 30 percent enhancement for 6-8 percent free-
stream turbulence intensity. Blair [24] used heat transfer to 
predict transition in accelerating flows but did not discuss 
whether the heat transfer in the laminar region or the tur­
bulent region was enhanced by free-stream turbulence. 

Many investigators have proposed an enhanced viscosity to 
model the effects of free-stream turbulence in a boundary 
layer [5, 9, 10, 11]. This idea is based on the assumption that 
the mechanims of the interaction is one of added mixing due 
to free-stream pulsations penetrating the boundary layer as 
opposed to the assumption of ordered secondary motions 
triggered by some instability mechanism. Kestin [6] propsed 
that the mechanism of the interaction in the vicinity of a 
stagnation line on a cylinder was an amplification of certain 
free-stream vortices. Kestin and Wood [12] then identified 
stream wise-directed, near-surface vortex structures in such a 
flow using flow visualization and hot-wire anemometry. 
Sutera et al. [13] also showed that such a mechanism could 
quantitatively explain the observed results. Test and 
Lessmann [2] postulated a similar vortex structure caused by 
the centrifugal instability of diverging streamlines near the 
two-dimensional stagnation line on a rectangular body. These 
Goertler type vortices were conceived of as being triggered 
and sustained by the energy contained in the free-stream 
turbulence. 

This investigation examines the free-stream turbulence 
influence on the heat transfer from a rectangular body of 4/1 
aspect ratio, when a two-dimensional stagnation line is 
located on the upper surface near the leading edge (40 degree 
angle of attack). For this case, a strong favorable pressure 
gradient exists over the surface similar to the forward facing 
portion of a cylinder. The increased resolution, decreased 
aspect ratio, and varied free-stream turbulence levels of the 
present study, when combined with the results of [2] and [3], 
provide a better understanding of heat transfer from bodies of 
rectangular cross section. 

Experimental Apparatus and Technique 
The experimental apparatus used in this study is very 

similar to that used in [2], with the main difference being the 
dimensions of the model and the resolution it affords for 
measuring the local heat transfer coefficient. 

Experiments were carried out in a low-speed, open-circuit 
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wind tunnel with a 0.77-m (30.5-in.) square test section 
preceded by a 15 to 1 area contraction. The free-stream 
turbulence level of the empty tunnel is about 0.5 percent. 

The model had a rectangular cross-section and dimensions 
of 20.32 cm (8 in.) chord by 5.08 cm (2 in.) height (4/1 aspect 
ratio) and extended across the entire test section perpendicular 
to the flow. The model was mounted to allow adjustment to 
any angle of attack and was constructed of plexiglass with 
exception of the test surface, and an aluminum back plate as 
shown in Fig. 1. The test surface consisted of 16 heater unis 
each 1.08 cm (.425 in.) chordwise and 4.75 cm (1.870 in.) 
spanwise separated by 1.6 mm (0.0625 in.) plexiglass strips. 

The construction details of the heaters and heat loss 
estimates are described in [2]. The local heat transfer coef­
ficient, repesentative of each heat unit, is calculated from 

Axe AT, 

The development of equations (1) and the evaluation of Qc 

are described in [14]. 
All measurements were taken at steady conditions. Ad­

justments were made with variable resistors until an 
isothermal surface of 11 °C (20°F) ± 3 percent above ambient 
was obtained. Possible errors in thermocouple calibration, 
recorder accuracy, thermal conductivity measurements, 
temperature and velocity control, and heat loss evaluations 
lead to an uncertainty in the calculated Stanton number of ± 
6 percent, based on 95 percent of the data falling within the 
range. 

The test heater units were separated from the guard heater 
units by two 0.95-cm (0.375-in.)-wide plexiglass strips. One of 
these had 18 surface pressure taps that spanned the chord of 
the model. The free-stream velocity distribution over the 
model was determined by referencing the pressure taps to a 
place where the pressure and velocity were known. Pressure 
readings were made with a Datametric electronic manometer 
accurate to ± (0.4 percent of reading + 0.02 percent of 
scale), which in general is much smaller than the size of the 
observed pressure fluctuations. 

Velocity profiles and turbulence measurements were taken 
using a Disa constant temperature hot-wire anemometer. The 
velocity uncertainty inherent in use of the calibration curve 
was typically less than ± 3 percent for 95 percent of the data. 
The main uncertainty in the velocity profile measurements 

HEATER PAD 

•TEST HEATERS 

COPPER 
^ 7 PLATES 

FLOW 

Fig. 1 

PLEXIGLASS SIDES & TOP 

^ALUMINIUM BACK PLATE 

Construction details of model 

was due to an unavoidable position error in setting the zero. 
The probe was zeroed visually by touching the probe to its 
reflected image on the model surface. An estimate of this 
position error as it propagated into the velocity profile was 
found by replicating a profile five times and calculating the 
resulting standard deviation in velocity at the measuring 
stations. 

All heat transfer experiments were performed at a 40-deg 
angle of attack such that a stagnation line existed near the 
leading edge. Smaller angles of attack would give a separation 
bubble on the upper surface and higher angles of attack would 
cause the separation line to move back from the leading edge. 
Morton [25] who investigated potential flow past asymmetric 
wedges predicted, for this geometry, that the flow would have 
a stagnation line at the leading edge for an angle of attack of 
34 deg. An upstream velocity of 9.14 m/s (30 ft./s) was used 
for all experiments. 

Wind Tunnel Turbulence 

The free-stream turbulence in the unobstructed wind tunnel 
is about 0.5 percent. The presence of the model at a 40-deg 
angle of attack increases the free-stream turbulence to about 
5.5 percent. A similar increase to 2.5 percent was reported by 
[2] when a 6/1 model was present at a 30 deg angle of attack. 
In [2], the elevated levels of free-stream turbulence were 

Nomenclature 

C = 

r 
r = 

h -

K = 

ke = 

M = 

P -
Pr = 
Qc = 

Rev = 

chord of model or constant in 
Falkner-Skan velocity dis­
tribution 
1 - Ul/Ul 
nondimensional velocity U/ 
[/„, function of r; 
derivative of/ ' with respect to 
V 
convective heat transfer 
coefficient 
constant in Smith-Kuethe 
eddy diffusivity formulation 
thermal conductivity of 
epoxy separation in heater 
units 
exponent in Falkner-Skan 
velocity distribution equation 
pressure 
Prandtl number 
heat loss correction 
local Reynolds number 

St* 
T 
U 

U0 

«' 

u* 
V 

v' 

X 

Greek 

5 = 

local Stanton number 
temperature 
mean velocity in x-direction 
free-stream velocity well 
upstream of model 
local free-stream velocity 
fluctuating velocity in ^-di­
rections 
shear velocity 
mean velocity in v-direction 
fluctuating velocity in y-
direction 
coordinate parallel to surface 
with origin at leading edge 
coordinate perpendicular to 
surface with origin on surface 

boundary layer thickness 
eddy diffusivity 

= boundary layer variable 

W-) 
ATe = 

AT, = 

AXe = 
v = 
P = 

temperature difference across 
the epoxy 
temperature difference be­
tween top surface and free-
stream 
epoxy thickness 
kinematic viscosity 
density 
nondimensional temperature, 
(T~Tw)/{Ta -Tw) 
derivative of 6 with respect to 
n 

Subscripts 

W = value at the wall 
oo = value in the local free-stream 

Special 

( ) = time average value of variable 
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found to be due to vortex shedding and wake oscillation 
behind the model which propagated upstream. 

An oscillograph trace of the fluctuating velocity in the 
present experiment reveals a relatively low frequency 
oscillation of about 10 Hertz. This is in good agreement with 
the shedding vortex frequency behind a plate normal to a 
stream whose height is vertical projection of a 20.3-cm (8-in.) 
surface inclined at 40 deg as given in [15]. It was therefore 
concluded that the elevated background turbulence level here 
was also due to the shedding of vortices. Since this frequency 
is low and the disturbance nearly harmonic, it is not truly 
turbulent, which is characterized by more random 
frequencies. It would be more appropriate to refer to the 
phenomenon as free-stream disturbance. 

In order to minimize such disturbances, a splitter plate was 
mounted behind the model. This splitter plate was a 89-cm 
(35-in.)-long plywood sheet that spanned the width of the 
wind tunnel and tended to stabilize the oscillating wake 
behind the model. It reduced the free-stream disturbance level 
by more than 50 percent. 
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Fig. 2 Free-stream turbulence distribution 

Two different levels of free-stream turbulence were then 
introduced by spaced horizontal slats located upstream of the 
model that also spanned the width of the wind tunnel. The 
turbulence produced by these slats contained some large-scale 
eddies, but this was the only way high turbulence levels (30 to 
40 percent) could be produced. If a grid to produce small-
scale turbulence of this magnitude was installed, the tur­
bulence decayed too rapidly. It can be said, therefore, that 
turbulence of this type consists of some free-stream distur­
bance. All of these oscillations, including the vortex induced 
disturbances, show as an rms voltage during hot-wire 
measurements. This was recorded as VTT7^ and will hence-
forth be referred to as free-stream turbulence. It is 
recognized, however, that the magnitude has a significant 
"disturbance" component. This type of turbulence is 
characteristic of that occurring in the natural environment, 
which has a significant large-scale component. 

Figure 2 plots the variation of the resulting free-stream 
turbulence levels against position along the model's top 
surface at stations well outside the boundary layer. The 
abscissa is the normalized distance from the leading edge. 
Also potted are the turbulence levels created by wake 
oscillations when only the model and then the model and 
splitter plate are present in the wind tunnel. These four dif­
ferent cases will be referred to as turbulence levels 1-4, where 
1 corresponds to the lowest turbulence intensity. 

Heat Transfer Results 

Figure 3 shows the heat transfer from the upper surface of 
the model for turbulence levels 1-4. Since free convection 
effects are negligible, based on a criterion reported in [16], 
comparison of the experimental results to analytic solutions is 
straightforward. The Ambrok turbulent heat transfer solution 
[17] and the Smith-Spalding laminar heat transfer solution 
[18], as reported by [19] for a typical free-stream velocity 
distribution over the model, are plotted with the experimental 
heat transfer results for comparison. Since the streamwise 
velocity distribution shown in Fig. 4 varies little at each 
turbulence level, the analytic solutions for these cases are 
nearly the same. 

For turbulence levels 1 and 2, the experimental results 
parallel the laminar solution with the exception of the first 
data point of levels 1 and 2 and the last point of level 2. The 
percent difference from the laminar solution is shown in Fig. 
5 for these two cases. It appears that with the exception of the 
first and last data points, the experimental results are very 
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"laminarlike." The heat transfer is enhanced at nearly a 
constant value of 50 percent due to the nearly constant free-
stream turbulence distribution over the model (Fig. 2). 

The results in Fig. 3 for levels 1 and 2 show very little 
difference, even though the turbulence intensity for level 2 
was double that for level 1; the 50 percent increase in heat 
transfer was also obtained for the 6/1 aspect ratio in [2] where 
the free-stream turbulence was 2.5 percent. The reason for 
this lack of change in the heat transfer results probably won't 
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be explained until the physics of heat transfer enhancement by 
free-stream turbulence is understood. 

In the vicinity of the stagnation lines, the effect of free-
stream turbulence appears to be more dramatic. The 
enhancement here is in line with the findings of [4-7], whose 
authors studied the effect of free-stream turbulence on heat 
transfer in the vicinity of the stagnation line of a cylidner. The 
data shows more than a doubling in the heat transfer for 2 to 5 
percent turbulence intensity. 

The deviation of the last data point of level 2 is explained by 
the findings of [2]. Test and Lessmann made detailed tur­
bulence intensity measurements over a similar 6/1 aspect ratio 
model at an angle of attack such that a stagnation line was at 
the leading edge. They reported an increased turbulence and 
corresponding heat transfer enhancement towards the 
downstream portion of the model due to wake oscillation 
behind the model. This effect is not present for level 1, since 
the wake is stabilized in this case by the splitter plate. 

For turbulence levels 3 and 4, the heat transfer no longer 
parallels the laminar solution but follows the turbulent 
solution. Figure 6 shows the percent difference between the 
experimental data and the turbulent solution for levels 3 and 
4. Comparison of this figure to the free-stream turbulence 
distributions over the model in these cases (Fig. 2) appears to 
show a reasonable correlation between the decay of the free-
stream turbulence level and the decay in the percent en­
hancement. From this, one might conclude that the high 
turbulence intensity triggered a turbulent boundary layer and 
that the free-stream turbulence enhances the turbulent heat 
transfer. 

Enhancement of turbulent heat transfer has been reported 
by [9] and [10]. The results of [9], a 5 percent enhancement for 
each 1 percent free-stream turbulence, is in line with the 
present results, but as will be "shown; the corresponding 
boundary layer velocity profiles canqot be fitted to a standard 
law of the wall velocity profile. Thus the flow is not 
"classically" turbulent where the turbulence is generated near 
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the edge of the viscous sublayer but rather the free-stream 
turbulence appears to be penetrating into the boundary layer, 
causing "turbulentlike" transport effects. 

The heat transfer study in the natural environment [3] 
reported flow over the model to be laminar. This fact was 
deduced from the value of the length Reynolds number and by 
comparing the experimental heat transfer results to the 
Ambrok turbulent solution and to the Smith-Spalding 
laminar solution. The experimental results appeared to 
parallel the laminar solution. Reexamination of these data 
indicates that they more readily follow the turbulent solution, 
at an enhanced level, except near the stagnation line. This is 
shown in Fig. 7, which compares the corresponding analytic 
solutions to run 5 of [3], for which the contaminating effects 
of natural convection were minimal. As with the experimental 
results of the present study, the effect of free-stream tur­
bulence in the vicinity of a stagnation line has a more 
pronounced effect. In Fig. 6, the percent difference from the 
turbulent solution, with the exception of the first two data 
points, is a nearly constant 30 percent for the outdoor data 
resulting from a free-stream turbulence level of 31 percent. 

Heat transfer results for turbulence levels 3 and 4 have 
similar characteristics in that there is a strong correlation 
between the free-stream turbulence level and the percent 
difference from the turbulent solution. For the outdoor study 
[3], the environmental turbulence, though no detailed 
measurements were taken to confirm this, was probably 
constant over the surface of the model due to the large-scale 
of the turbulence. Since the increase over the turbulent 
solution is nearly constant (except for the first two data 
points), this case also shows a correlation between the tur­
bulent heat transfer and the local free-stream turbulence level. 

When comparing wind tunnel results with those in the 
outdoor environment, one must be aware of blockage effects 
in the wind tunnel and three-dimensional effects in the natural 
environment. It was shown in [2] that wind tunnel blockage 
effects do not influence the heat transfer results by more than 
2 percent, and the use of side wings to eliminate three-
dimensional effects in the natural environment is discussed in 
[3]. 

Figures 6 and 7 show a 30 percent increase for a 30 percent 
turbulence intensity for the outdoor results, while the wind 
tunnel results indicate approximately an 80 percent increase 
for the same turbulence level. This fact demonstrates the 
importance of more fully characterizing the type of tur­
bulence in a flow when developing a predictive model, since 
environmental disturbances are different in scale and 

frequency content compared with wind tunnel turbulence. 
The outdoor data were only recorded when velocities normal 
to the main flow direction were usually less than 30 percent of 
the velocity component in the flow direction. The directional 
effect in the outdoor free-stream turbulence level could 
therefore be as much as 8 percent. This might be part of the 
reason why the heat transfer enhancement in the outdoors was 
less than in the wind tunnel for the same recorded free stream 
turbulence. 

Heat transfer results from the lower turbulence levels (1 and 
2) and the findings of [2] have the common charactertistics 
that the heat transfer parallels the laminar solution at an 
enhanced level. For these cases, the free-stream disturbances 
are created by wake oscillations. Two of the possibilities can 
be stated thus: Do relatively low turbulence levels tend to 
enhance the heat transfer over the laminar solution and at 
some point of increasing intensity cause the effect to become 
similar to turbulent predictions, or are the differences ob­
served so far only due to the character of the free-stream 
turbulence? Previous studies that observed heat transfer 
enhancement from flat-plate pressure gradient flows [4, 6] 
reported results that parallel the laminar solution for low free-
stream tubulence. Since the free-stream turbulence was most 
likely different in character in these studies compared with the 
present cases, the first possibility would appear to be true. 

Boundary Layer Study 
Since Kestin [6] reported that a structure of streamwise-

directed vortices was the mechanism of the interaction be­
tween the free-stream turbulence and the boundary layer in 
the vicinity of a stagnation line on a cylinder, considerable 
effort was expended in this project to locate such a system of 
vortices utilizing hot-wire anemometry with the wire parallel 
to the flow. This effort failed to identify such a vortex 
structure. It should be pointed out, however, that the 
boundary layer was very thin (1.0 mm) due to the favorable 
pressure gradient, and it would only have been possible to 
detect stable vortices with diameters of the order of the 
boundary layer thickness. 

Since the heat transfer for turbulence levels 3 and 4 parallels 
the Ambrok turbulent solution, an attempt was made in Fig. 8 
to compare the velocity profiles in these cases to the universal 
turbulent profile in law-of-the-wall coordinates. The value of 
u* in these coordinates was determined by. a Clauser plot. 
Both profile data sets exhibit short regions of linearity, but 
these are inside the buffer layer and consequently the data 
plots well above Spalding's law. The data for level 3 also plots 
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above the sublayer law, meaning that Clauser's method for 
determining the wall shear stress does not give a correct value 
for these data. Taken together, this all indicates that the 
classical near-wall mechanisms of turbulence generation were 
not active. Also from the linear stabilty theory for the 
Falkner-Skan profiles [21] as reported in [22], it was found 
that the critical Reynolds number for disturbances to amplify 
was an order of magnitude greater than that which was 
measured. Therefore, it is concluded that a turbulent 
boundary layer was not triggered by the high free-stream 
turbulence levels. 

Velocity profile data for turbulence level 3 is also shown in 
Fig. 9. This profile was taken at cord position x/c = 0.59, and 
wall proximity effects were corrected for by the method of 
Wills [20]. This plot shows the experimental data and a 
comparison to a local Falkner-Skan profile. Since the flow 
over the model does not exactly correspond to a wedge flow, 
the comparison to Falkner-Skan profiles depends on 
evaluating the local pressure gradient. 

The theoretical free-stream velocity distribution for 
Falkner-Skan flow is 

U=cxA (2) 

Using the free-stream velocity curve fit obtained from the 
surface pressure taps for a particular turbulence level, M can 
be found locally. The Falkner-Skan momentum and energy 
equations [19] can then be numerically integrated provided 
the correct wall values are used. The deduced values of M, 
f" (0), and 6' (0) are listed on Fig. 9. 

The resulting values of 0'(O) can be used to determine the 
validity of this approach. It can be shown by definition that 

Stxi?ey2 = 0'(O)/Pr (3) 
If the flow over the model corresponded exactly to a wedge 
flow, then the Smith-Spalding laminar solution would agree 
with the predicted heat transfer of the local Falkner-Skan 
solution. The difference in the heat transfer evaluated by 
equation (3) was at most 6 percent when compared with the 
Smith-Spalding solution. Thus the application of the Falkner-
Skan equation locally should provide a reasonable com­
parison to the experimental profile data. The Falkner-Skan 
profile is considered here to be the zero free-stream turbulence 
case. The experimental data in Fig. 9 shows a significant 
increase in the measured velocity gradient near the wall when 
compared to this profile. 

yv'u.o/vx 

Fig. 9 Velocity profile 

The data on which the curves of Fig. 9 are based give 17 = 
2.7 when U/U„ = .99 for the Falkner-Skan (zero free-stream 
turbulence) case but give y = 5 for the same U/Ua in the 
experimental case of turbulence level 3. This shows that the 
boundary layer is thicker for the case with free-stream tur­
bulence. The experimental data for turbulence level 3 shows a 
thicker boundary layer than the data for turbulence level 1. 

These trends: increasing velocity gradient near the wall and 
increasing boundary layer thickness due tq increasing levels in 
free-stream turbulence were also reported by Dyban et al. [23] 
for a flat plate zero pressure gradient flow. 

Smith and Kuethe [5] proposed an eddy diffusivity model 
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which resulted in these same effects in the boundary layer near 
the stagnation line on a cylinder. Their model was based on 
the eddy diffusivity being equal to the product of the up­
stream velocity, the upstream fluctuating velocity, distance 
from the surface, and a constant determined from ex­
perimental fit. Their momentum and energy equations for the 
case of flow around a cylinder still yielded a similarity 
solution after the substitution of this type of eddy viscosity, 
since M = 1 in this case. 

A similar approach was used here but with an eddy dif­
fusivity based on local free-stream values for more general 
applicability. That is 

i=K^Uay (4) 

where a turbulent Prandtl number of 1.0 is assumed so the 
eddy diffusivity for momentum and heat transport are the 
same. The addition of equation (4) to the diffusion term of the 
boundary layer equations, and the substitution of equation (1) 
and appropriate boundary conditions yields the modified 
"Falkner-Skan" equations 

/ ' 
M + l 

+ -^—ff"+M(\-f ) + K^ •+/")=o 

+ y (M+IW + tfPrVZ? Rel./2(r)<r + 6') = 0 

(5) 

(6) 

Due to the Reynolds number factor, the addition of this eddy 
diffusivity model does not in general yield similarity solutions 
but does provide ordinary differential equations which may 
be applied locally. The unknown constant in equation (4) was 
determined by numerically integrating the resulting dif­
ferential equations (5) and (6), for a given turbulence level 
until the predicted heat transfer was equal to the experimental 
value. The profile resulting from this procedure is also shown 
on Fig. 9 together with the deduced values of K, / " (0) , and 
0'(O). 

It appears from Fig. 9 that the Smith-Kuethe model un­
derestimates the gradient near the wall and overestimates the 
boundary layer thickness. Reconsideration of the momentum 
boundary layer equation shows that the value of M may have 
been underestimated. As shown in Fig. 9, an Mincreased to 5, 
in combination with the eddy diffusivity model, fits the 
velocity profile quite well. 

If one considers that there are fluctuating components of 
the free-stream velocity, the turbulent X-momentum 
boundary-layer equation can, with the aid of the y-
momentum equation, be put in the form 

dU dU dUa 
U~ +V- = U a ^ 

to to dx 
•+i>-

d2U _ d 

W ~~dy 
(u'v1) 

+ • 
dx 

\ —(u'v')dy+lr(v'2-u'2) + — (u'J-v'J) (7) 
h ox dx dx 

The last two terms in equation (7) are the normal stress terms 
and are usually neglected in most turbulent analyses. 

The "Falkner-Skan" exponent M corresponding to this 
form of the momentum equation is given by 

1 dPw d —r- - p , f6 b 1 
^L+-r{v'J-u'J)-\ —(u'v')dt 

p dx dx Jo dx J 
M = x 

(8) 

Since the .y-momentum equation is retained in this 
derivation, the usual assumption that the pressure gradient 
across the boundary layer is negligible doesn't necessarily 
hold with significant free-stream turbulence. The effect of this 
on the determination of M using surface pressure tap data is 
shown in equation (8). The additional terms due to free-
stream turbulence are zero if the turbulence is homogeneous 
and the integrated gradient of the Reynolds stress is 
negligible. But turbulence generated by a set of horizontal 

slats or disturbances created by wake oscillation may not 
result in negligible values for these terms and a significant 
underestimation of Mis possible, if these terms are neglected. 

An increased value of M in combination with an eddy 
diffusivity shows good agreement with the velocity profile 
data; but the predicted heat transfer, based on the deduced 
value of 0'(O), in this case is nearly three times the ex­
perimental value. However, the effect of vertical gradients in 
the normal stress terms as shown in equation (7) were not 
considered in the energy equation. This illustrates a further 
need for a better understanding of the underlying physics of 
large-scale disturbances penetrating into a boundary layer. 
Knowledge is needed concerning the distribution of velocity 
fluctuations inside the layer rather than just knowing the 
magnitude of the free-stream disturbances. 

Conclusions 

A summary of the conclusions from this study are: 
1 The effect of free-stream turbulence is most dramatic in 

the vicinity of a stagnation line where the flow is laminar. 
Small upstream turbulence levels (2-5 percent) double the 
heat transfer over the predicted values. Large upstream 
turbulence levels (30 percent) triple the heat transfer over the 
predicted value. This suggests a possible peaking effect. 

2 Low free-stream turbulence levels (2-5 percent) due to 
wake oscillations enhance the heat transfer from a favorable 
pressure gradient flow by about 50 percent over the Smith-
Spalding lamianr solution. For high free-stream turbulence 
levels (10-30 percent) generated by horizontal slats, the heat 
transfer follows the Ambrok turublent solution at an 
enhanced level of approximately 4 percent for every 1 percent 
free-stream turbulence over the range 10-35 percent tur­
bulence intensity. The velocity profile data show that a 
classically turbulent boundary layer does not exist for these 
cases. 

3 The average velocity profiles inside the boundary layer 
are distorted by free-stream turbulence. The distortion is 
characterized not only by an increased velocity gradient near 
the wall and an increased boundary layer thickness, but also 
by an increased fullness that is reminiscent of the effect of a 
higher than measured local pressure gradient. 

4 A more detailed knowledge of the free-stream turbulence 
structure, such as, scale, frequency, and gradients of velocity 
fluctuations (inside and outside the boundary layer), is needed 
to develop a predictive model for free-stream turbulence 
effects. 
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Heat Transfer to Separated Flow 
Regions From a Rectangular Prism 
in a Cross Stream 
A series of experiments have been performed to determine the constant surface 
temperature heat transfer and the corresponding surface pressure variation on a 
two-dimensional rectangular prism in crossflow whose aspect ratio (chord to 
height) was 4/1. Results are presented for a surface exposed to both separated and 
reattached flow and for a wake exposed surf ace, each for several different angles of 
attack. Universal Stanton number and pressure coefficient curves result when data 
are plotted against downstream distance scaled by the length of the near-constant 
pressure portion of the separated bubble for the reattaching case. This is varified by 
comparison to other studies involving different geometries. The Nusselt number at 
reattachment seems to be dependent only on reattachment Reynolds number for 
these cases. The variation of the local Stanton number across the wake facing 
surface was found to be a function of angle of attack. 

Introduction 

Several investigations have been concerned with separated 
and reattached flows (separation bubbles) on blunt bodies 
[1-11]. In general, details of the heat transfer and pressure 
variation in separated flows depend on the prior history of the 
upstream boundary layer. In the cases of interest here, 
potential flow influences are much more important and 
boundary layer effects are typically negligible. That is, 
separation occurs at a corner rather than because a boundary 
layer lacking in momentum encounters a sufficiently large 
adverse pressure gradient. The pressure field inside the 
separated flow region is then determined largely by the outer 
stream flow passing around the body. 

Blunt bodies with rectangular cross sections (prisms) of 
various aspect ratios (chord to height) have been investigated. 
Few of these studies have simultaneously examined the 
pressure and heat transfer distribution inside the bubble or 
considered the angle of attack, angle between direction of 
upstream flow and the chord of the prism, as a parameter. 
Robertson et al. [1] reported mean and fluctuating surface 
pressures in the separated and reattached regions of a prism 
with an aspect ratio of 1. For angles of attack between 15 and 
45 deg, the flow was reported to reattach. Sam et al. [2] and 
Test and Lessmann [3] investigated surface pressure and heat 
transfer characteristics of a prism having a 6/1 aspect ratio 
(Fig. 1(a)). A separation bubble was reported to exist for 
angles from 0 to 30 deg. 

A number of experiments have been concerned with flat 
plates of finite thickness with various nose shapes. Roshko 
and Lau [4] examined pressure distributions in such flows 
(Fig. 1(b)) and proposed a scaling that correlated their 
pressure data inside the bubble, independent of nose shape, 
except for one of their cases that allowed a considerable 
boundary layer to develop prior to separation. Robertson et 
al. [1] and Sam et al. [2] also found this scaling to collapse 
their pressure coefficients onto the same curve as [4]. This 
suggests the possibility of a universal curve for the pressure 
distribution inside separation bubbles for which the boundary 
layer thickness upstream of separation is negligible. 

Ota et al. [5-7] have examined the flow characteristics and 
heat transfer in the separated and reattached flow on a flat 
plate with several wedge shaped noses of differing included 
angle (Fig. 1(c)). Ota and Itasaka [5] examined the flow 
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characteristics in the separated, reattached, and redeveloped 
region of a blunt flat plate for /? = 180 deg. One significant 
conclusion from this study was that reattachment occured 4 to 
5 plate thicknesses downstream of separation and was in­
dependent of Reynolds number. Sam et al. [2] reported 
similar results for a prism of 6 to 1 aspect ratio. Both of these 
experiments were in the Reynolds number range 104-105. 

Ota and Kon [6] reported heat trasnfer and the 
corresponding temperature and velocity profiles for the 
geometry of [5] and found the distribution of Nu/Re2 /3 to be 
nearly independent of Reynolds number. However, the ex­
perimental heat transfer results of [6] were not confirmed in a 
later study by these same authors [7]. In [7], the heat transfer 
and velocity, temperature, and turbulence profiles for a flat 
plate with nose wedge angles of 60, 90, 120, and 180 deg, and 
also a round nose, were examined. An important result of this 
study was a reattachment Nusselt number-Reynolds number 
relationship that was independent of nose shape when the 
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Fig. 1 Various separated flow experimental geometries 
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reattachment distance was used as the characteristic length 
scale. 

Kottke et al. [8] reported Sherwood numbers for the same 
geometry as in [7]. By scaling the Sherwood number to the 
reattachment value and the position coordinate to the reat­
tachment distance, a single curve, independent of nose shape, 
was reported. 

In other investigations by Ota et al. [9, 10] the fluid 
mechanics and heat transfer in the separated, reattached, and 
redeveloped regions of a longitudinal blunt circular cylinder 
are reported (Fig. 1(d))- For this axisymmetric case, the 
characteristics of the flow and heat transfer were found to be 
very similar, qualitatively, to the blunt flat plate case. A 
correlation between the reattachment Nusselt and Reynolds 
numbers with the reattachment distance as the characteristic 
length was found to be very similar to those reported for the 
flat plate cases [6, 7]. Therefore, the reattachment distance, 
based on these studies, would appear to be a suitable scale for 
relating different geometries. 

The present study experimentally determines the reat­
tachment position, surface pressure distribution and constant 
surface temperature heat transfer distribution as a function of 
angle of attack and Reynolds number for a two-dimensional 
4/1 aspect ratio prism (Fig. 1(a)). By scaling the pressure and 
heat transfer results to appropriate characteristic values and 
comparing the results to the aforementioned investigations, 
universal pressure and heat flux variations that hold for 
separation bubbles where the influence of the upstream 
boundary layer is negligible are presented. These involve the 
use of a new length scale, the length of the near constant 
pressure region at the forward end of the separation bubble. 
This is shown to give much more universal results inside the 
separated region than does use of the reattachment length. 
Also constant surface temperature heat transfer results for the 
fully separated downstream wake facing surface of the prism 
are reported. 

Experimental Apparatus and Technique 

Experiments were carried out in a low-speed, open-circuit 
wind tunnel with a 0.77-m (30.5-in.) square test section 
preceeded by a 15 to 1 area contraction. The free-stream 
turbulence level of the empty tunnel was about 0.5 percent. 
Velocities upstream were 9.14 m/s (30 ft/s) and 15.24 m/s (50 
ft/s). 

Two experimental models were used in this study: one for 
heat transfer and surface pressure measurements and the 
other to determine reattachment position. Both models were 
of rectangular cross section and had dimensions of 20.32-cm 
(8-in.) chord by 5.08-cm (2-in.) height (4/1 aspect ratio) and 

HEATER PAD 

TEST HEATERS 

COPPER 
~y PLATES 

Fig. 2 

PLEXIGLASS SIDES & TOP 
XALUMINIUM BACK PLATE 

Construction details of heat transfer model 

extended across the entire test section perpendicular to the 
flow. Adjustment to any angle of attack was possible. 

The heat transfer model is very similar to that used in [3] 
with the main difference being in the dimensions of the model 
and the resolution it affords for measuring the local heat 
transfer coefficient. The model was constructed of plexiglass, 
with the exception of the test surface and an aluminum back 
plate as shown in Fig. 2. The test surface consisted of 16 
heater units each, 1.08 cm (0.425 in.) chordwise and 4.75 cm 
(1.870 in.) spanwise, separated by 1.6-mm (0.0625-in.) 
plexiglass strips. 

The construction details of the heater units and heat loss 
estimates are described in detail in [3], The local heat transfer 
coefficient, representative of each heater unit, was calculated 
from 

K (AT } 
(1) AT, V c 

which is a steady-state heat balance that essentially equates 
the heat flux conducted through the heater unit to that 
converted from the upper surface. The temperature dif­
ferences ATe and AT, were measured directly using copper -
constantan thermocouples peened into the upper and lower 
copper plates above and below the epoxy core of each heater 
unit. These gave ATe, while a reference thermocouple up­
stream together the upper thermocouple gave AT,. Each 
heater unit was separately calibrated before and after the 
experiment to determine the epoxy conductivity Ke. 

The term Qc is complicated and is included to account for 
the effects of parallel heat conduction paths between the lower 
copper plate and the air stream through the plexiglass spacers. 
Typically, this term was about 8 percent of the vertical heat 
flux. All measurements were taken at steady state after ad­
justments were made with variable resistors until an 

N o m e n c l a t u r e 

C 

cP = 

h = 

H = 
k = 

K. = 

Nu 
Nuc 

Nur 

chord length of model (see Fig. 
1(a)) or constant pressure 
specific heat 
pressure coefficient 
(P-P0)/1/2 p(4 
convective heat transfer 
coefficient 
height of model (see Fig. 1(a)) 
thermal conductivity of air 
thermal conductivity of epoxy 
separation in heater units per 
unit thickness 
Nusselt number, hH/k 
Nusselt number, hC/K 
Reattachment Nusselt 
number, hXr/k 

Qc = heat loss correction 
Re = Reynolds number, U0H/v 

Re(. = Reynolds number, U0C/v 
Rer = Reattachment Reynolds 

number, U0Xr/v 
KeD = Reynolds number for cylinder, 

D = diameter 
St0 = Stanton number h/ pCU0 

U0 = upstream velocity 
x = distance from separation 

Greek 

a = angle of attack (see Fig. 1(a)) 
/J = wedge angle of nose (see Fig. 

\(d)) 

ATe = temperature difference across 
the epoxy 

AT, = temperature difference be­
tween top surface and free-
stream 

AXe = epoxy thickness 
v = kinematic viscosity of air 
p = density of air 

Subscripts 

cp = constant pressure region value 
r = reattachment value 

min = minimum value 
max = maximumvalue 
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isothermal surface was obtained which was 11°C ± 0.33°C 
(20°F ± 0.6°F) above ambient. Streamwise temperature 
gradients in the test heater surface were negligible, while in the 
larger guard heater units they were calculated to be less than 
0.3°C (0.5°F). Possible lateral conduction losses, both 
spanwise and chordwise, due primarily to the uncertainty in 
setting the surface temperature, were observed to be. typically 
less than 1.5 percent of the vertical flux. 

The development of equation (1) and the evaluation of Qc 

are described in [11]. When taken together, possible errors in 
thermocouple calibration, recorder accuracy, thermal con­
ductivity measurements, temperature, and velocity control 
and heat loss evaluations lead to an estimated confidence 
internal for the calculated Stanton numbers of ± 6 percent 
(20 to 1 odds). 

The test heater units were separated from the guard heater 
units by two 0.95-cm (0.375-in.)-wide plexiglass strips. One of 
these had 18 surface pressure taps that spanned the chord of 
the model, which were used to determine the pressure coef­
ficient distribution. Pressure readings were made with a 
Datametric electronic manometer accurate to ± 0.4 percent 
of reading (+ 0.02 percent of scale), which in general is much 
smaller than the size of the observed pressure fluctuations. 

The reattachment model is similar to that used in [2] with 
the main difference being in its dimensions. This model was 
constructed of plexiglass with 10 chordwise surface pressure 
taps to confirm correspondence with the flow over the heat 
transfer model. The flow over the reattachment model was 
assumed to be the same as that over the heat transfer model 
when these pressure taps showed the surface pressure 
distributions to be the same for a given upstream speed and 
angle of attack. There were 8 spanwise taps at midchord to 
confirm the two-dimensionality of the flow. The reattachment 
position was determined by a set of tufts fixed to the upper 
chord surface separated by 0.635 cm (0.25 in.). Therefore, the 
reattachment position could be determined within ± 3 percent 
of the chord length. 

Results and Discussion 

Separation Bubble. Heat transfer data for the separated 
and reattached flow are shown in Fig. 3 for Re = 29586 and 
five different angles of attack. The corresponding pressure 
coefficient distributions are shown in Fig. 4. The reat­
tachment position as a function of angle of attack is 
correlated to a second-order, least-squares polynomial in Fig. 
5, along with the results of Sam et al. [2] for a model of 6/1 
aspect ratio. The reattachment position was found to be 
independent of Reynolds number in the range 104-105, in 
agreement with [2, 5, 7, 9]. The uncertainty bands of Fig. 5 
are statistical, representing two standard deviations of 10 data 
points and five replications of each angle at two Reynolds 
numbers, where the set point of the apparatus was ap­
proached randomly from above and below. 

Ota and Itasaka [5] and Sam et al. [2] reported reat­
tachment at 4 to 5 times the model thicknesses for a body of 
rectangular cross section at 0 deg. According to this, the flow 
would not reattach on a prism of 4/1 aspect ratio. In fact, the 
flow was found to reattach at about 3.5 model thicknesses, 
indicating a possible reattachment dependency on aspect 
ratio. 

The reattachment length decreases from a maximum at 0 
deg to 0 at about 34 deg where a stagnation line exists at the 
leading edge [11]. Due to the small size of the separation 
bubble for angles of attack above 10 deg, the tufts influenced 
the separated flow significantly. At 15 deg, the reattachment 
length was deduced to be 16 percent of the chord, by 
reasoning explained later, as opposed to 22 percent as in­
dicated directly by tuft measurement. Above 15 deg, the 
reattachment length was not discernible by these methods. 
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Fig. 3 Separated flow Stanton number data 

The heat transfer is characterized by a peak in the vicinity 
of reattachment. The peak heat transfer was found to increase 
with increasing angle of attack or decreasing separation 
bubble size. A similar result of increasing peak heat transfer 
with decreasing bubble size was reported by Ota and Kon [7]. 
Their velocity and temperature profiles at reattachment 
showed that for the smaller separation bubbles there were 
larger temperature and velocity gradients at the surface. They 
attributed this to the thinness of the bubbles, and the 
relatively larger variation across the less laterally diffused 
separating shear layer due to a shorter reattachment length. 

For 0 and 5 deg, the heat transfer near the leading edge 
decreases to a minimum (see Fig. 3) and then rises toward 
reattachment. The elevated initial values are probably due to 
large velocity and temperature gradients in the strong 
separating shear layer. This phenomenon is not observed at 
higher angles due to the decreased resolution inside the 
separation bubble. Such behavior at the leading edge has also 
been observed in two flat-plate investigations [6, 8]. 

The pressure distributions (Fig. 4) are typical of separated 
and reattached flows. The pressure distribution is charac­
terized by a nearly constant pressure following the separation 
point at a value lower than that upstream. As reattachment is 
approached, the pressure rises and continues to rise to a point 
downstream of reattachment. After this, the pressure drops 
due to the favorable pressure gradient induced by the 
geometry of the model and wind tunnel wall. It is interesting 
to notice that the peak pressure coefficient increases with 
decreasing bubble size. This is also a characteristic of 
Robertson's results [1]. 

Ota and Kon [7] reported the reattachment heat transfer to 
be independent of nose shape when the length scale for the 
Nusselt and Reynolds numbers is the reattachment distance. 
The functional relationship between reattachment Nusselt 
number and reattachment Reynolds numberfwas found to be a 
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straight line in log-log coordinates (Fig. 6). A similar 
relationship for the present results was found to be in­
dependent of angle of attack. This is shown on Fig. 6 for 
angles up to 15 deg with a least-squares curve fit. Also plotted 
on Fig. 6 are similar correlations reported for a blunt flat 
plate [6] and for a logitudinal blunt circular cylinder [10]. The 
results of [6, 7, 10] are all constant surface heat flux ex­
periments. The present results indicate somewhat higher 
reattachment Nusselt numbers. This observation appears to 
be confirmed by the reported findings of [3], which are also 
constant surface temperature experiments. Only the 0 deg 
resuls of [3] are shown in Fig. 6, since in [3] the resolution was 

such that data were averaged over one-quarter of the chord. 
Data reported at higher angles are not included, since the 
experiment could not accurately determine reattachment 
Nusselt numbers for such small separation bubbles. This 
effect may have also influenced the 0-deg results somewhat. 

Since the resulting functional relationships of Fig. 6 are 
very similar, especially in slope, for a variety of geometries, it 
appears that this is an acceptable way of correlating reat­
tachment heat transfer - at least for flows where the boundary 
layer thickness upstream of the separation is negligible. 

In contrast to the investigations of Ota and Kon [6, 7, 10], 
which reported reattachment and maximum Nusselt number 
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to coincide, the present results indicate that reattachment 
precedes maximum heat transfer by 12 to 15 percent of the 
chord. At 15 deg, reattachment and maximum heat transfer 
appear to coincide. Since the resolution is only one-third the 
reattachment length in this case, the actual maximum value 
and position in heat transfer probably was not found due to 
the averaging tendency of the heater units. The 0-deg result 
shows a sharp increase in heat transfer at the back edge of the 
model. However, the evaluation of Qc in equation (1) for the 
back heater unit was reported to be questionable [11]. Since 
this data point appears to deviate from the general trend, it is 
rejected. Therefore, the maximum heat transfer value and 
position for 0 deg remains undetermined. 

A major emphasis of this investigation was to find suitable 
scales to reduce the pressure and heat transfer data onto 
similarity curves. Roshko and Lau [4] proposed scaling the 
distance coordinate to the reattachment length, and they 
proposed a pressure scale that was essentially the ratio of (1 -
Cp) to (1 - Cp)max. The (1 - Cp)„mx factor corresponds to the 
nearly constant pressure region just downstream of 
separation, which by free-streamline theory [12], is the 
pressure in the bubble at the separation point. Roshko and 
Lau [4] chose this scale based on the assumption that the 
pressure distribution inside the bubble depends on the 
potential flow pattern approaching separation. This type of 
scaling is applied to the pressure coefficients in Fig. 7. 

Based on the tuft measured reattachment distance, pressure 
data for 0, 5, and 10 deg indicate that the constant pressure 
region is 60 percent of the reattachment length. Using this and 
knowing the constant pressure region length at 15 deg, the 
reattachment distance for 15 deg was estimated. Recall that 
this length could not be accurately measured using the tuft 
method. 

The Stanton number data, scaled to its reattachment value 
and plotted with the same length scaling, are shown on Fig. 7. 
Note that both the heat transfer and pressure data collapse 
onto similarity curves, and surprisingly, both curves remain 
reasonably similar after reattachment. Also there does not 
appear to be any direct geometric correlation between these 
two curves. 

To check the universality of this scaling, these curves are 
compared to previously mentioned investigations. In Fig. 8, 
the similarity pressure curve is compared to the results of the 
square prism [1], the prism of 6/1 aspect ratio [2], the blunt 
flat plate [5], and the longitudinal blunt cylinder [9]. Also in 
Fig. 8, the similarity heat transfer curve is compared to the 
blunt flat plate with various nose shapes [7, 8], the 
longitudinal blunt cylinder [10], and the prism of 6/1 aspect 
ratio [3]. 

The scaled pressure data in Fig. 8 show the constant 
pressure region varies from 60 percent of the reattachment 
length for the present results to about 45 percent for the 
longitudinal blunt cylinder. Note that the blunt flat plate [5] 
and the longitudinal blunt cylinder [9] are essentially infinite 
aspect ratio cases at zero angle of attack. Also the 6/1 aspect 
ratio prism data [2] has been corrected for wind tunnel 
blockage. Uncorrected data from this experiment would plot 
lower and to the right. The trend is then one of increasing 
constant pressure length for decreasing aspect ratio, with the 
exception of the seemingly anomalous behavior of the square 
prism data [1]. This is most likely because reattachment on a 
square prism necessitates a large angle of attack. The present 
4/1 aspect ratio case is about the limit where reattachment 
will still occur at 0 deg. Thus it seems reasonable that the 
relatively larger turning of the free stream in the vicinity of 
the separation bubble would cause larger pressure gradients 
and move these data up and to the left. 

This all suggests the use of an alternate characteristic 
length, the constant pressure region length, Xcp. Figure 9 
shows the result of using Xcp to scale the distance coordinate 
on these data. The pressure coefficients collapse onto a single 
curve to a distance somewhat past reattachment (X,./Xcp = 
1.6), after which the data branch, depending on the angle of 
attack, but independent of Reynolds number, the trend being 
a greater rise in pressure for increasing angle of attack. 

Accordingly, with Xcp used as a length scale, the Stanton 
numbers are scaled to their value at the end of the constant 
pressure region (Fig. 9), which also collapses the heat transfer 
onto a similarity curve up to the reattachment point. After 
reattachment, the data diverge in branches that depend on 
Reynolds number (unlike the pressure data) and on angle of 
attack. The trend for a given angle of attack is an increasing 
rise in heat transfer over the value at the end of the constant 
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pressure region with increasing Reynolds number. For a given 
Reynolds number, the trend is an increasing rise in heat 
transfer with increasing angle (this is not reflected in the 15-
deg results due to the averaging tendency over the heater 
units). 

In Fig. 10, the similarity curves from Fig. 9 are compared to 
other investigations. The pressure coefficients from the in­
vestigations shown in Fig. 8 [1, 2, 5, 9] are replotted in Fig. 
10. It is apparent that Xcp correlates the pressure coefficients 
of these several geometries onto a single universal curve. 

The universal pressure curve of Fig. 10 was also compared 
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to the results of Mueller et al. [14], who examined the 
separated and reattached flow downstream of a roughness 
element. These data were found to deviate significantly. A 
considerable boundary layer developed prior to separation in 
this situation, and this boundary layer affected the pressure 
distribution in the separation bubble. For such a flow, the 
boundary layer thickness prior to separation is not negligible 
and the results should not be compared to the present curve. 

The heat transfer similarity curve in Fig. 10 is compared to 
the heat transfer result of the prism of 6/1 aspect ratio [3], the 
blunt flat plate [7] and the longitudinal blunt cylinder [10]. 
The pressure distributions from which the Xcp's were 
determined are from [2, 5] and [10], respectively. For the 
other heat transfer data in Fig. 8, Xcp could not be determined 
from the literature. The 6/1 prism results agree well with the 
present study except near separation. This is due to the 
averaging tendency of the heater units discussed earlier. The 
longitudinal blunt cylinder result also agrees well with the 
present study; however, agreement is not as convincing for the 
flat blunt plate. 

The constant-pressure length scales may be deduced em­
pirically from the reported reattachment length data on Fig. 5 
by noting that Xcp is nearly a constant 60 percent of reat­
tachment for the 4/1 aspect ratio experiments and a constant 
40 percent of X,. for the 6/1 case. It was attempted to 
analytically predict the constant pressure region length by use 
of the notched hodograph free-streamline theory for an in­
clined flat plate by Abernathy [12]. It was reported that the 
front portion of the separation bubble shape for a prism (6/1 
aspect ratio) at 0, 5, and 10 deg was predicted by this ap­
proach based on smoke flow visualization [15]. It was, 
therefore, hoped that the portion of the bubble up to where 
the predicted free streamline became parallel to the surfae of 
the prism would correspond to the constant pressure region. 
This prediction failed at 0 deg due | o the influene of the notch 
(the point at which the free steamline became parallel to the 
surface corresponds to the notch location) but gave 
satisfactory results between 5 and 10 deg. Over 10 deg, the 
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influence of the prism surface appears to affect the entire 
shape of the bubble, and thus the method failed. 

In [6], for the separated and reattached flow over a blunt 
flat plate, Nu/Re2/3 was reported to be independent of 
Reynolds number. This was also found to be true with the 
present results, both with the separated and reattached flow 
and the fully separated, wake flow (to be discussed). 
Therefore, this provides a means to predict the heat transfer 
for this geometry at any Reynolds number using the present 
results (constant surface temperature case). Also at 0 deg, the 
present heat transfer results in this coordinate were up to 50 
percent higher than the constant surface heat flux blunt flat 
plate results of [7]. These are presented in Fig. 11. 

This figure also shows the earlier results of Ota and Kon 
[6], which are not in agreement with their later work. Their 
discussion of this discrepancy is not detailed but seems to 
indicate that these two experiments differed in the way in 
which they were instrumented near the leading edge. From 
Fig. 11, it would appear that the first two data points from [6] 
are in error; however, the remaining data agrees at least in 
trend with the other results and is about 25 percent lower than 
the present case. 

This is an unexpected result, since laminar solutions for 
unseparated zero pressure gradient flows show that a constant 
heat flux boundary condition results in a 35 percent greater 
heat transfer when compared with that caused by a constant 
wall temperature condition. In these cases, both the local 
Nusselt number and the wall shear stress monotonically 
decrease in the direction of flow. In the case of separated 
flow, our data show that the Nusselt number still basically 
decreases in the direction of the near wall flow (from reat­
tachment to separation), but this is only a superficial 
similarity. The wall shear stress in this situation must first 
increase in the direction of flow and then decrease toward 
separation and the wall shear stress gradient influences the 

shape of the temperature profile. Consequently, there is no 
reason to expect the same qualitative dependence of heat 
transfer on boundary conditions in these two very different 
types of flow fields. 

At the same time, the observed 50 percent difference in 
Nusselt number in Fig. 11 is characteristic of laminar un­
separated flows, since the corresponding turbulent flows show 
an order of magnitude smaller variation with changes in the 
boundary condition. This may indicate that the return surface 
flow is near to laminar. Turbulence intensity measurements 
provide additional evidence for this. These show much more 
intense fluctuations just outside the separation bubble than 
any encountered within it. 

Wake Exposed Surface. Figure 12 shows the heat transfer 
results from the downstream or wake side of the model for 
10-50 deg angle of attack. It plots Nuc/Rec3 against chord 
position and shows an increase in heat transfer with increasing 
angle of attack. The heat transfer is also greater at the trailing 
edge of the model. 

Sogin [13] examined the heat transfer in the wake of a prism 
of 6.75/1 aspect ratio at 25, 65, and 90 deg and other 
geometries. It was reported that, in general, the heat transfer 
increased as the size of the wake increased. Also as the angle 
of attack decreased from 90 deg, the heat transfer 
distribution, which was initially constant, showed increased 
asymmetry with the greatest heat transfer at the trailing edge. 
This behavior was attributed to the fact that the vortex shed 
from the trailing edge is closer to the model than the one from 
the leading edge. The present results are in agreement with 
these observations. 

For a given angle of attack [13] reported that the 
Nuc/Rec/3 distribution for the prism was independent of 
Reynolds number, except near the trailing, edge. In these 
coordinates, the present results for the two Reynolds numbers 
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used (29,586 and 49,310), collapse satisfactorily to a single 
curve for a particular angle of attack. By interpolating 
linearly between 20 and 30 deg to 25 deg, the 25 deg results of 
[13] were found to be lower than the present results by nearly 
a constant 30 percent. This discrepancy is probably an aspect 
ratio effect. Also it is not clear whether [13] is a constant 
surface temperature experiment, a constant heat flux ex­
periment, or neither. 

Since the heat transfer distribution for each angle in Fig. 12 
appears similar in shape, the Stanton numbers for each angle 
were scaled to the corresponding minimum value. These are 
shown in Fig. 13 together with the results of [13] in equivalent 
coordinates. The present data diverge at 80 percent of the 
chord, depending on angle of attack. The 25-deg results of 
[13] agree closely to the present 20-deg results. As the angle of 
attack increases, the rise in heat transfer over the minimum 
value decreases. According to the results of [13], this trend 
should continue until at 90 deg the distribution is flat. 

Conclusions 

A summary of conclusions from this study are: 
1 Scaling (l-Cp) to the value of the constant pressure 

region (1 -C p )max and the heat transfer to the value at the 
end of the constant pressure region for separation bubbles 
results in universal curves when the distance coordinate is 
scaled to the length of the constant pressure region. These 
universal curves apply only to situations where the boundary 
layer upstream of separation is thin and does not influence the 
value of pressure at separation. 

2 The length of the constant pressure region for separated 
and reattached flow on prisms appears to be a constant 
fraction of the reattachment distance, independent of angle of 
attack. However, this fraction is a function of the aspect ratio 
of the prism. 

3 The relationshp between the reattachment Nusselt 
number and Reynolds number is nearly independent of 
geometry for the cases considered when the reattachment 
length is used as the characteristic length. 

4 For both the separated and reattached flow and the fully 
separated wake flow regions, the distribution of Nu/Rea / 3 

was found to be independent of Reynolds number. 
5 The constant surface temperature heat transfer in the 

separated and reattached flow regions at 0 deg was up to 50 
percent higher than the equivalent constant heat flux case. 

6 In all cases, the peak in both the local Stanton number 
curves and the scaled pressure coefficient curves occurred 
after reattachment. Peak heat transfer was observed to be 
12-15 percent downstream of the reattachment point. 

7 The observed heat transfer rates from the fully separated 
wake facing surface of the model indicate a near constant heat 

transfer coefficient across this surface for high angles of 
attack. Smaller angles of attack show significant variation, 
with the heat transfer being the highest in the vicinity of the 
trailing edge. 
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Thermal Instability of Forced 
Convection Boundary Layers 
Thermal instability of forced convection boundary layers with nonzero streamwise 
pressure gradient is examined for moderate to high Prandtl numbers. The analysis is 
carried out for the family of Falkner-Skan flows, here viewed as the lowest order 
local similarity approximation of general forced convection boundary layers. 
Calculated critical Rayleigh numbers and wave numbers are found to be in­
dependent of the streamwise pressure gradient in the limiting case of infinite 
Prandtl number, and only weakly dependent on the streamwise pressure gradient 
for finite Prandtl number cases when the conduction thickness is employed as the 
reference length scale. 

1 Introduction 
The stability analysis of a forced convection boundary layer 

above a heated surface is an important problem for a large 
number of engineering and scientific disciplines. The recent 
interest in low Reynolds/Peclet number heat transfer, par­
ticularly relating to applications in solar and electronic heat 
transfer and nuclear safety, focuses new attention to this 
fundamental problem. 

Although the study of thermal instability in quiescent, 
bottom-heated layers has had a long history, most of the 
previous studies concerning flowing fluids have been 
restricted to confined layers [1-3] or natural convection 
boundary layers [4-6]. Most of the existing studies on forced 
and mixed convection boundary layers [7-10] were concerned 
with the horizontal flat plate boundary layer without 
streamwise pressure gradient or with buoyancy-induced 
streamwise pressure gradient only. Most of the theoretical 
studies neglected streamwise variations of the perturbations. 
The study on stagnation boundary layers by the present 
authors [11], on the other hand, was exact in that boundary 
layer assumptions were not necessary and the perturbations 
were truly independent of x. 

The present investigation is concerned with the effects of 
streamwise pressure gradient on the onset of thermal in­
stability for general forced convection boundary layers. In 
this regard, the family of wedge flow boundary layers 
(Falkner-Skan flows) is particularly interesting, partly 
because of its mathematically convenient properties. More 
importantly, the Falkner-Skan flows can be viewed as the 
lowest order "local similarity" approximation of general 
boundary layers [12]. Several expansion schemes have been 
proposed to account for the higher order effects [13-15], 
Enough examples have been worked out in these studies to 
show that the lowest order result (i.e., Falkner-Skan) gives a 
reasonably accurate account of the boundary layer structure, 
the shear stress, and heat flux for a wide range of wedge 
parameters (i.e., m, see below) and Prandtl numbers. It is 
reasonable to expect that calculations carried out for Falkner-
Skan flows would provide a good estimate of the thermal 
instability of general forced convection boundary layers. 

2 Mathematical Formulation 

The coordinate system employed here is shown in Fig. 1. 
Note that the gravity force is perpendicular to the flow 
direction, the vortex instability dominates in this case [6]. The 
complete governing equations under the Boussinesq ap­
proximation and linear equation of state assumption are: 
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V p - g / 3 ( / - 0 + " V 2 V (2) 

dt + V- Vt=aV2t (3) 

The solutions outside the viscous boundary layer are 
characterized by 

(4) W = U„=CX" 

/ = / . (5) 
Both c and t„ are constants, while m is the Falkner-Skan 
parameter. For flows which are not true wedge flows, m may 
be evaluated from the expression [14] 

m 
m + \ 

d\nu„ 
dln£ 

where £ = | uco(x)dx 

An obvious scheme for nondimensionalization would 
employ L0, the body dimension which is of the order of the 
x's encountered in the problem, and u0{=cL'o) the 
corresponding velocity, as reference scales for all the 
variables. Such a scheme, however, does not properly address 
the physics involved. While L0 is the proper length scale for 
streamwise variations, it is not the proper length scale foi 
transverse buoyancy effects, which is responsible for the 
instability and is confined within the thermal boundary layer. 
Since it is known that the thermal boundary layer thickness 
varies approximately as L0 Re~1/2Pr~1/3 for l<Pr<oo and 
exactly for Pr — oo, this will be chosen as the reference length 
scale for normal variations. (See equations (7) through (11) 
below). This corresponds to the "inner scale" in the jargon of 
inner-outer expansion techniques: 

r5r=Z,0Re-1/2Pr- (6) 

Fig. 1 Forced convection boundary layer over a heated surface 
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Using this scale for normal and transverse variations, the 
dimensionless variables are 
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After decomposing each quantity into a base flow quantity 
(designated by an over-bar) and a disturbance quanti ty 
(designated by an over-tilde) and neglecting the high order 
terms, the dimensionless equations governing the disturbances 
can be obtained: 

du+ dv+ Sw"1 

~dxir + ~dyT + 

Ra+ = 
va 

The base flow solutions, u+ and so on, constitute the 
coefficients. In the present investigation, the base flows are 
the two-dimensional, nonparallel flows governed by the 
familiar Falkner-Skan equations: 
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with boundary conditions given by 

0 + (O) = <ji+'(O) = (?+(oo) = O (19) 

0 + ' ( o o ) = 0+(O) = l 

where the primes indicate differentiations with respect to the 
similarity variable ?/+. The definition of -q+ and relations 
between 4>+ and ii+ , w+ are shown as follows: 

= [ T ( , r - T % R e „ i p r l / I / i | 

,7+ _ v + /nj,+ 

(20) 

(21) 

N o m e n c l a t u r e 

c = constant in equation (4) 
g = gravitational acceleration 
A = heat transfer coefficient 

K0 = wave number 
K = modified wave number , 

K+ =Kt 
rf 2

 y+l -ml 

U + i * J -W+1 
L0 = a constant characteristic 

length 
m = wedge angle parameter 
p = reduced pressure 
P = amplitude function for 

perturbed pressure 
Pr = Prandtl number, via 

gP&tx* 
Ra = Rayleigh number , • 

av 

2 R a + = ^ V ( 2 +1 X 
av \m + \ / 

Ra* = R a + ( £ ) 3 

Re Reynolds number , 
u0L0lv 

t = temperature 

tw = wall temperature 
t„ = free stream temperature 
At = temperature difference, 

Ar = / „ - / „ 
T = amplitude function for 

perturbed temperature 
u0 = a constant characteristic 

velocity 
u,v,w = velocities in x, y, z 

directions, respectively 
U,V,W = amplitude functions for 

perturbed velocities in x, 
y, z directions, respec­
tively 

V = velocity vector 
x,y,z = spatial coordinates (see 

Fig. 1) 
a = heat diffusivity 
P = coefficient of thermal 

expansion 
5C = conduction thickness (see 

equation (34)) 
5T = thermal boundary layer 

scale, 8 r = L 0 Re- 1 / 2 

p r - l / 3 
7] = normal coordinate after 

similarity t ransformat ion 

6 = temperature function in 
two-dimensional Falkner-
Skan flow 

v = kinematic viscosity 
p = density 
a = growth factor of 

disturbance 
r = t ime 
4> = velocity function in two-

dimensional Falkner-
Skan flow 

Subscript 
oo = free stream quantities 
c = critical 

min = minimum 

Superscript 
' = differentiation with 

respect to 17+ or 17* 
+ = dimensionless quantities 

based on thermal length 
scale x 

* = dimensionless quantities 
\ based on conduction 

thickness 
- = mean quantities 
~ = perturbed quantities 
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Fig. 2 Base flow boundary conditions, <t>+ (0) and 
various wedge parameters and Prandtl numbers 

•e+ (0), for 

w" - ( 
m + l \ m / ') 0 + m- 1 

m + l 
r,+ 4> 

' ) 
(22) 

When the body force is perpendicular to the heated surface, 
the buoyancy force term in the base flow equations is of the 
order of 1/Re and thus can be neglected based on boundary-
layer approximations. The base flow results have been solved 
and tabulated in many standard textbooks. The calculated 
heat fluxes and shear stresses at the heated surface for all the 
cases studied in the present investigation are shown in Fig. 2. 

All previous investigations of thermal instability with shear 
have shown that the dominant mode of instability near the 
critical Rayleigh number is in the form of stationary 
stream wise vortices. The present investigation will be 
restricted to this mode, which is periodic in the spanwise 
direction. The disturbances are decomposed into Fourier 
components in the ^-direction, with initial exponential 
growth, as follows: 

x + m C / + ( i j + ) u + 

v + 

w + 

p+ 

t+ 

= 

m + l 

2 / 2 \ W2 

/ 2 \ 1/2 

Vm + 1 / 

m + l 

{P+(i}*) 

T+(v + ) 

iK0+y++<,+ T+ 

(23) 

where a+ is the growth factor, and K0
 + is real and represents 

the transverse periodic wave number of disturbances. 
Most studies on boundary layer instability have neglected 

the jr-dependence of the disturbances. This assumption 
neglects the convective terms ud/dx. In a study of the stability 
of free convection boundary layer in porous media, Hsu, 
Cheng, and Homsy [16] carried out a careful order-of-
magnitude analysis and showed that because of the large base 
flow velocity in the ̂ -direction, these terms are actually of the 
same order as the other terms. Furthermore, they argued that 
since the scales of the disturbance parameters must vary with 
the boundary layer thickness and velocity scales of the base 
flow, the wave length and the velocity amplitudes must vary in 
the same manner as similar parameters in the base flow. The 
same arguments also apply here. This accounts for the 
presence of powers of x in equation (23). This in fact amounts 
to a quasi-similarity transformation, as is in the case of 
reference [16]. In so doing, the variables in the resulting 
disturbance equations are separable. A lower critical Rayleigh 
number would be obtained if the x-dependence of the 
disturbance amplitudes were neglected. As was stated in 
reference [16], the convective terms associated with u have a 
stabilizing effect on the flow field. 

Substituting the assumed forms of disturbances into 
equations (12) through (16) and invoking the boundary layer 
assumption (i.e., setting Re—oo and Re Pr2/3—oo), the 
resultant equations, after eliminating V+ andP + , become 

( 4m 
U+ 4>+ ' - <t>+ U+ ' 

m+l 

W+ 

+ ^ — V </>+ " U+ + W+ 4>+ ")l. 
m + l / / 

m — 1 
-2K+2 W+ " +K+A W+ + r;+ U+ '" 

m+l 

Pr (24) 

m+l 
HZ11 + K+2U+.-1H-1.K+2U+. 
m+l m + l 

= K+2Ra+ T+ + — \-<A+ W+ '" -
P r t 

+ (—-<j>+" + <t> + K+2)w+' 
\m + l / 

+ ( V '#+ 2 + -^—V</>+ "K+2) 
\ m + l / 

m-1 , j_ r r , ,„ T 4 m - 2 . 
^ + 0 + t / + ' " - [ — — < t > + 

m + l 
4>+'W+" 

W+ 

m + l 

2 w - 2 
(m + l)2 

m+l 

n + 4>+'] W 

l(m+l)2V {m + l)2 ' v J 

'2m2 - 2 m ^ m — 1 ^ ^, 
+ I r ^ r <t>+ + r<t> + K+2 

[7 w + 1)2 

3m 2 -4m+l 

m + l 

•n + 4>+lK+2 

( m + l ) 2 

(m + l)2 J J 
(25) 

m — 1 
+ u+ Q+ ' + W+9+ ' ~4>+T+ ' = n " ~K+2T+ (26) 

m + l 
with boundary conditions ^ 

[/+ =W+ =W+' = T+ =6 a t r ) + = 0 " 
U+ ,W+ ,W+ ',T+ - 0 ,. as7) + -a> (27) 

286/Vol. 106, MAY 1984 Transactions of the ASME 

Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



200 
0.0 0.4 0.B 1.2 1.6 2.0 

0.0 0.4 0.8 1.2 1.6. 2.0 

Fig. 3 Neutral stability curves plotted in thermal scale 
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Fig. 4 Neutral stability curves based on the conduction thickness 

where 

0 \ m+l J 

i + = R a e
+ ( 

m + l 7 
(28) 

(29) 

That is, the boundary layer variation is combined with the 
wave number and Rayleigh number to form the modified 
wave number K+ and Rayleigh number Ra + . 

Strictly speaking, the transformation performed above is a 
"quasi-similarity" transformation since the x-influences still 
exist in the coefficients of the resultant equations (except for 
m — 1). The results of this analysis are therefore applicable to 
the vicinity of a given streamwise location x, unless the 
boundary layer variation along the streamwise direction is 
negligible. 

In the limiting case of Pr —oo, the velocity perturbation in 

the streamwise direction disappears. The problem reduces to a 
sixth-order eigenvalue problem with wedge parameter in­
fluence existing in the base flow only. By employing the 
conduction thickness 5C instead of 8T as the reference length 
scale, the resultant eigenvalue problem is universal for dif­
ferent wedge parameters as shown below. Note that the 
superscript * denotes dimensionless variables based on the 
conduction thickness. 

(30) 

(31) 

where 

<£* = 3[(1/3)!]V2 

0* = l-\* exp{-[(l/3)!]3f3W 
J O 

W*"" -2K*2 W*" + K** W* =K*2Ra*T* 

\Y*0*' — 6* T*' = T*" —K*2T* 

^_ 
6 C = - -

e+ ' ( 0 ) 

(T*,e*)=(T+,e+) 

v -y 

(32) 

(33) 

(34) 

(35) 

(36) 

(37) «>*, W*,K\ Ra*1/3) = «>+ ,W+ ,K+ ,Ra+ ) ~ 
Sf 

Therefore, it is expected to have a universal critical 
Rayleigh number based on the conduction thickness for flows 
with various pressure gradients in this limiting case. 

3 Numerical Method 

The resultant mathematical formulation for finite Pr cases 
is an eighth-order eigenvalue problem in a semi-infinite 
domain. The numerical technique employed to solve it is the 
outward shooting scheme, briefly described below. For a 
given wave number, a set of trial values for the eigenvalue and 
three unknown boundary conditions are assigned at the solid 
boundary. An additional nonhomogeneous boundary con­
dition can be assigned arbitrarily because the problem is 
homogeneous. These, together with the four known 
homogeneous boundary conditions, permit the integration to 
proceed outward by Runge-Kutta or a similar marching 
scheme. At a preselected computing depth, the solution is 
tested to see if it satisfies the four vanishing velocities and 
temperature conditions. If not, corrected trial values are 
obtained using the multivariable Newton-Raphson iteration 
scheme. When the iteration converges, the computing depth is 
increased by a predetermined amount and the computation is 
repeated. It was shown in [17] that the perturbations decay 
exponentially outside the boundary layer. As a consequence, 
the incremental change of the eigenvalue for each successive 
increase in computing depth decays exponentially with the 
computing depth. This behavior permits an accurate ex­
trapolation of the infinite depth result. Since the ex­
trapolation was performed when the incremental change was 
less than 10" l0, the extrapolation error was expected to be 
considerably less. Tests with different step sizes and with 
double precision arithmetic were also performed. The total 
for the truncation and round-off errors was estimated to be 
10"5. A detailed discussion of the numerical scheme can be 
found in reference [17]. Trial computations were also carried 
out using the matching scheme developed by Nachtsheim [4] 
and agreement was satisfactory. 

4 Results and Discussion 

The calculated neutral stability-curves'with Pr ranging from 
one through infinity for four different wedge parameters are 
plotted in Fig. 3. The familiar fingerprint patterns are ob­
served here. If the problem were nondimensionalized by the 
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Fig. 5 Minimum heat transfer coefficients for stable boundary layers 

Fig. 6 Stability limits for thermal instability and shear flow instability 
in Blasius flows (m = 0) and stagnation flows (m = 1) 

viscous variables instead of thermal variables, as in previous 
investigations [7, 10], these neutral stability curves would be 
dispersed and the results of infinite Pr cases could never be 
presented. The results for m = l are identical to that of the 
stagnation flow [11] presented before. But the latter problem 
yields an exact solution without applying the boundary layer 
simplification. 

The influence of Pr on the neutral stability curves, though 
slight when the thermal layer thickness 8T was employed as 
the reference length scale, can still be observed in these 
figures, especially for large wedge parameter cases. Com­
paring the observation here with the base flow boundary 
conditions shown in Fig. 2, we may conclude that this simple 
reference thermal scale 8 r cannot accurately account for the 
Prandtl number effect on the thermal boundary layer 
thickness. Thus, when the conduction thickness <5C, which 
contains more information about thermal boundary layer 
thickness than 8r does, is employed as our reference length 
scale, it is not surprising that the influence of Pr is nearly 
completely eliminated, as shown in Fig. 4. Although the 
conduction thickness concept was derived in the limiting case 
of infinite Pr, the calculated results show that this scale is still 
appropriate even for Pr down to unity. A critical Rayleigh 

number of about 200 and wave number of about 1.3, both 
based on the conduction thickness, are applicable to almost 
all of the cases studied in the present investigation. This result 
also reveals that thermal instability is mainly dependent on the 
temperature field instead of the velocity field in boundary 
layer flows. In view of the thermal instability analyses of 
Couette flow [1] and fully developed Poiseuille flow [3], 
which both show the same critical conditions as that in a 
quiescent fluid layer, it could be inferred that the effect of 
streamwise velocity profile on the onset of thermal instability 
is relatively insignificant in parallel or boundary layer flows if 
a reference length scale is employed which properly 
demonstrates the features of the temperature field. 

The calculated Rayleigh number and wave number at 
critical point in Blasius flow have been compared with 
previous experimental results reported by Gilpin et al. [9]. The 
predicted wave number agrees well with the experimental 
observation. The calculated Rayleigh number is slightly lower 
than what was observed in the experiments. Since the in­
stability must grow for a finite disturbance before its am­
plitude is large enough to be observed, and since the Rayleigh 
number is proportional to the cube of the reference length, the 
experimental results may have overestimated the critical 
Rayleigh number. A detailed comparison can be found in 
reference [17]. 

The existence of a critical Rayleigh number also suggests 
that there exists a minimum heat transfer coefficient below 
which the thermal boundary layer is unstable. The dimen-
sionless heat transfer coefficient h* is defined as 

h* = \ 

dt 

Tz 

M /K^r) (s£0 ] 
The minimum heat transfer coefficients to maintain stable 
boundary layers for various Pr and m are shown in Fig. 5. It is 
noted that an average value of h*min about 0.170±0.004 is 
applicable for Pr ranging from one to infinity and m ranging 
from 0 to 1. This gratifying result is very convenient and 
useful from a practical point of view since the heat transfer 
coefficient is an important design factor in engineering ap­
plications, and the maximum deviation from the average 
value of the minimum heat transfer coefficient is observed to 
be as small as only 5 percent for all the cases studied here. 

When a shear flow is subjected to an unstable temperature 
gradient, both shear flow instability and thermal instability 
may occur. To complete the present investigation, it is useful 
to indicate the region of parameters where thermal instability 
may dominate, relative to the more familiar shear flow in­
stability. The comparisons between these two instabilities for 
stagnation flow and Blasius flow are shown in Fig. 6. Shear 
flow instability is governed by the Reynolds number alone. 
Thermal instability is governed by three independent 
parameters: the Reynolds number, the Prandtl number, and 
the modified Rayleigh number RaL ( = Ra+Re3/2 Pr) based 
on a constant length L0. The comparisons neglect the in­
fluence of the temperature profile on the onset of Tollmien-
Schlichting waves and is valid only when the overall Richard­
son number is small [18]. It is important to note from this 
figure that the flow at small Re is more susceptible to thermal 
instability than at large Re. Therefore, a large Reynolds 
number may suppress the occurrence of thermal instability in 
forced convection problems, due primarily to its influence on 
the boundary layer thickness. 
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Heat Transfer From Rods or Fins 
Which Extend Radially Outward 
From a Rotating Shaft 
The heat transfer characteristics of spokelike rods that extend outward from a 
rotating shaft have been determined experimentally. The experiments encompassed 
a number of geometrical parameters, including the length and diameter of the rods, 
the number of rods deployed around the circumference of the shaft, and the 
distance between the rods and the free end of the shaft. Also varied during the 
experiments was the rotational Reynolds number. Per-rod Nusselt numbers were 
evaluated from the experimental data. By incorporating the rod dimensions in the 
definition of the characteristic velocity that appears in the Reynolds number, a 
universal Nusselt-Reynolds-Prandtl correlation was obtained which is independent 
of the dimension ratios of the problem. It was also found that the Nusselt number 
results are independent of the number of rods in the circumferential array and are 
very weakly dependent on the distance from the rods to the free end of the shaft. 
The final correlation is conveyed by equations (18) and (19), with the Reynolds 
number defined by equations (7) and (10). 

Introduction 

In this paper, experiments are described for determining the 
convective heat transfer characteristics of spokelike rods that 
extend radially outward from a rotating shaft. Such rods may 
be employed as pin fins to improve the heat transfer from the 
shaft to the surrounding fluid. They may also serve as spokes 
whose outer extremities mate with a wheel. Even in their 
capacity as spokes, the rods may act as de facto fins. Fur­
thermore, rotating shafts often have surface protuberances 
that, in effect, function as short pin fins. 

A review of the literature did not reveal any prior study of 
the heat transfer characteristics of rods that extend radially 
outward from the surface of a rotating shaft. Information is 
available for heat transfer at the surface of a rotating shaft 
without rods or protuberances [1-3], but that has little or no 
relationship to the characteristics of radially extended rods. In 
view of this, the results to be presented here appear to be the 
first contribution to the rotating rod problem. 

A schematic view of the physical problem is presented in 
Fig. 1. The figure portrays a cross section that cuts through 
the rods and the shaft in such a way as to show the rod 
diameter. Also shown in the figure are a number of physical 
parameters that, together with the thermophysical properties 
of the fluid, govern the heat transfer coefficient for the rods. 
There are four geometric parameters: the rod diameter, D, 
and its base-to-tip length, L, the shaft diameter, Ds, and the 
number of rods, TV (or alternately, the angle between rod 
centers). In addition, the angular velocity, co, can be varied 
parametrically. For all of the experiments performed here, the 
rods were situated in a common cross section, as in Fig. 1. 

As will be demonstrated later, dimensional analysis yields a 
total of five dimensionless groups that constitute the in­
dependent variables of the problem. These include the rod 
Reynolds number, the Prandtl number, two ratios of 
dimensions (e.g., LID and Ds/D), and the number of rods. 
Aside from the Prandtl number, which was fixed, all of the 
other four groups were varied during the course of the ex­
periments. In addition, supplementary experiments were 
carried out to investigate whether the heat transfer coef-

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division January 6, 
1983. 

Fig. 1 Cross section through the rods and the rotating shaft 

ficients for the rods are affected by the proximity of the end 
of the shaft. 

In each data run, measurements were made which enabled 
the per-rod heat transfer coefficient and Nusselt number to be 
evaluated. In the data reduction, ways were sought to reduce 
the number of dimensionless groups needed to correlate the 
Nusselt number. By a proper choice of the characteristic 
velocity that appears in the Reynolds number, it was found 
possible to eliminate the dimension ratio, LID, from the 
correlation. Also, the insensitivity of the results to the number 
of rods eliminated still another parameter. Thus, in the final 
correlation, the Nusselt number was represented as a function 
of a reduced number of dimensionless groups. 

The absence of any prior work on the class of problems 
investigated here precludes direct comparisons with the 
literature. Because of this, comparisons were sought with 
related physical situations—in'particular, with Nusselt 
number correlations which might have been used to obtain 
approximate heat transfer results for the present problem 
prior to the availability of the Nusselt numbers measured 
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here. The two cases that seem most appropriate in this regard 
are the in-line tube bank and the single cylinder in crossflow. 
There are major differences between the fluid flow patterns 
for those cases and that for the present configuration. One of 
these is the linear variation of the velocity along the length of 
the present rods in contrast to the axially uniform velocities 
for the comparison cases. Another is the presence and absence 
of centrifugal forces in the respective rotating and 
nonrotating flows. 

The Experiments 

To facilitate the attainment of the research objectives set 
forth in the Introduction, the experiments were performed 
using the naphthalene sublimation technique rather than by 
direct heat transfer measurements. The dimensionless mass 
transfer results (Sherwood numbers) obtained from the 
naphthalene technique can be transformed to Nusselt 
numbers for heat transfer via the analogy between the two 
processes. In addition to greater measurement precision, the 
naphthalene technique offers several special advantages in the 
present problem. It provides great flexibility in that the 
length, diameter, and number of rods can be varied with 
relative ease. Furthermore, it completely avoids the com­
plexities of passing electric current through rotating contacts 
into separate heating circuits for the individual rods, as well 
as the difficulties of temperature measurement in a rotating 
body. Extraneous losses (such as those due to conduction in 
the corresponding heat transfer problem) are virtually absent. 
A final advantage of the technique is the easy attainment of a 
standard boundary condition (analogous to uniform wall 
temperature). 

Experimental Apparatus. The rotating shaft used in the 
experiments was driven by a vertical milling machine situated 
in a laboratory setting. For the experiments, a collet was 
implanted in the rotating head of the milling machine, and a 
special fixture was used to mate the end of the shaft with the 
collet. With this setup, the axis of the shaft was colinear with 
the axis of the rotation of the milling machine. The milling 
machine was operated at rotational speeds between 265 and 
1880 rpm in eight discrete steps. These speeds were verified 
periodically with a five-figure digital tachometer. 

The experimental apparatus is shown schematically in the 
left-hand diagram of Fig. 2. As seen there, the rotating shaft 
is an assembly of several cylindrical sections which had been 
turned together on a lathe in order to ensure their precise 
alignment. The diagram is to scale, and all dimensions of the 
rotating shaft can be inferred from the 5.017-cm shaft 
diameter. 

The upper section, which mated with the collet of the 
milling machine, was made of steel for strength. The next 
section was of Delrin, a free-machining plastic. A plastic was 
used for this section rather than a metal to minimize the 
thermal interaction between the rotating head of the milling 
machine and the naphthalene-coated rods. Due to the 
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Fig. 2 Experimental apparatus. External view at left; internal view at 
right. 

presence of the plastic and to the hardly perceptible tem­
perature rise of the rotating head, the equilibrium tem­
perature of the naphthalene (which controls its vapor 
pressure) was unaffected by the milling machine. 

An aluminum section situated next to the Delrin served as 
the host for the rods, whose transfer characteristics are the 
focus of the experiments. The use of aluminum was motivated 
by its high thermal conductivity and its relatively light weight 
(compared with other highly conducting metals). The high 
conductivity aided in the attainment of temperature 
uniformity throughout the section and promoted temperature 
equality between the section and the rods which it hosted. As 
will be described shortly, the temperature of the rods was 
measured by a thermocouple embedded in the aluminum 
immediately adjacent to one of the rods. 

The rods were accommodated in holes of appropriate 
diameter and depth drilled radially into the aluminum section 
adjacent to its base, as shown schematically in Fig. 2. All told, 
there were six such holes deployed at 60-deg intervals around 
the circumference of the section. Data runs were performed 
with various numbers of rods in place (ranging from one to six 
rods). When fewer than six rods were employed, the unused 
holes were covered with thin (0.005-cm-thick) pressure-
sensitive tape. 

Two sets of rods with respective diameters of 0.635 and 
0.953 cm were employed in successive series of experiments. 
The first series of experiments were performed with the 

D 
D.s 
£> 
K 

L 
m 
N 

Nu 

= diameter of rod 
= diameter of shaft 
= diffusion coefficient 
= per-rod mass transfer co­

efficient, m/(p„w -p„a) 
= length of rod 
= per-rod mass flux 
= number of rods 
= per-rod Nusselt number 

Pr 
Re 
Rs 
R* 

Sc 
Sh 

y* 

Prandtl number 
Reynolds number, (R*u,)Dlv 
radius of shaft 
radius for characteristic 
velocity, equation (10) 
Schmidt number 
per-rod Sherwood number, 
KD/T> 
characteristic velocity, R*oi 

a. = factor in definition of R*, 
equation (6) 

p. = viscosity 
v = kinematic viscosity 
p = density v 

p,m = naphthalene' vapor density at 
surface > 

p,i00 = naphthalene vapor .density in 
ambient : 

oi = angular velocity 
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smaller diameter rods, and when these runs were completed 
the radial holes were enlarged to accommodate the larger 
diameter rods. To ensure positive seating of the rods, the 
inner reaches of the holes were stepped, as were the mating 
ends of the rods. The rods were held in place by Allen-head 
screws recessed into the lower face of the aluminum section. 

Whereas the foregoing sections of the rotating shaft, were 
permanently interconnected, the lowermost section, termed 
the extension in Fig. 2, was made readily removable. The 
purpose of this section was to provide a length of shaft 
between the rods and the end face of the shaft. By performing 
experiments with and without the extension section in place, 
an assessment was made of the sensitivity of the rod mass 
(heat) transfer characteristics to the hydrodynamic end effects 
associated with the free end of the rotating shaft. The ex­
tension section was made of Delrin, and its length was equal 
to the diameter of the shaft (5.017 cm). 

Whereas the left-hand diagram of Fig. 2 provides an ex­
ternal view of the rotating shaft, an internal view showing 
constructional details is provided by the right-hand diagram. 
As seen there, the permanently attached portions of the shaft 
were mated via tongue-in-groove type fits. This arrangement 
ensured the alignment of the sections even when subjected to 
force imbalances caused by unsymmetrical placement of the 
rotating rods (e.g., when only one rod was employed). 

The temperature of the rods was measured by a calibrated, 
30-gage, chromel-constantan thermocouple whose junction 
was embedded in a shallow depression in the aluminum 
surface at a distance of about 0.635 cm from one of the 
implanted rods. The placement of the junction is illustrated in 
the left-hand diagram of Fig. 2. The thermocouple lead wires 
were laid in a shallow groove which extended from the junc­
tion to the steel section of the rotating shaft. The groove was 
filled with body putty, after which the surface was sanded and 
then lapped to provide perfect continuity. 

As seen in the figure, the thermocouple leads emanating 
from the upper end of the groove terminated in the socket 
portion of a sub-miniature, quick-connect connector which 
was securely taped to the side of the shaft. During rotation, 
the plug portion of the connector was not attached to the 
socket, so that the thermocouple circuit, of which the plug 
was a part, was not closed. The technique for temperature 
measurement will be elaborated as part of the description of 
the experimental procedure. 

Naphthalene-Coated Rods. As was noted earlier, 
naphthalene-coated rods of two different diameters (D 
= 0.635 and 0.953 cm) were employed during the course of 
the experiments. For each diameter, three different rod 
lengths, L, were investigated, respectively, L/Ds = 0.5, 1, 
and 2 (Ds = 5.017 cm). Since experiments were run with 
arrays containing as many as six rods, thirty-six naphthalene-
coated rods were utilized. 

The experiments were sequenced so that the longest rods 
(i.e., L/Ds = 2) of a given diameter were fabricated first and 
the corresponding experiments executed. Then the rods were 
reduced in length (i.e., to L/Ds = 1) and the experiments 
performed. Finally, another reduction to L/Ds = 0.5 was 
made and the final set of experiments carried out. 

Each rod was a composite consisting of a metallic core with 
an overcoating of naphthalene. The core was a length of drill 
rod of original diameter equal to that of the finished 
naphthalene-coated rod. To make place for the coating, the 
drill rod was undercut by about 0.065 cm on the diameter and 
was also shortened by about the same amount to ac­
commodate the coating of the tip. On the undercut portion of 
the drill rod, a screw thread was machined in order to provide 
cavities to aid in the adhesion of the naphthalene. 

The coating of a rod was a two-step process. In the first 
step, the rod was dipped into a container of molten 

naphthalene, the dipping being performed in several stages to 
avoid remelting the naphthalene that had already solidified. 
During the dipping, the end of the rod that is subsequently to 
be mated with the shaft is protected by a Teflon cap which 
keeps it free of naphthalene. Once a sufficiently thick coating 
has been built up, the coated rod is inserted into a lathe and 
machined until the proper dimensions are obtained for its 
length and diameter. Naphthalene machines easily, and the 
machined surface feels very smooth to the touch. 

Instrumentation and Experimental Procedure. The per-
rod rate of mass transfer during a data run was determined by 
differencing the mass of the rod measured both before and 
after the run. The mass measurements were made with a 
Sartorius ultra-precision electronic analytical balance capable 
of being read to 10^5 g and having a capacity of 166 g. 
Another quantity needed in the determination of the mass 
transfer coefficient is the temperature of the naphthalene, 
which, in conjunction with a vapor pressure-temperature 
relation, yields the naphthalene vapor pressure. To measure 
the temperature of the rotating rods, the milling machine was 
braked to an abrupt halt, and the plug portion of the con­
nector was mated with the socket portion. With experience, 
these operations could be performed and the display of a 
digital voltmeter read, all within about 5 s. Because of the 
large thermal mass of the aluminum section, the temperature 
did not change in the 5-s interval. The accuracy of the tem­
perature measurement is believed to be about 0.03 °C. 

To prepare for a data run, the rods to be employed during 
the run (all the rods were naphthalene coated) were weighed 
and then immediately covered with tight-fitting Teflon 
jackets. Then the rods were mated with the shaft, and a period 
of thermal equilibration was initiated. During this period, the 
rods were covered with the Teflon jackets to suppress 
sublimation, while the shaft was rotated at the rpm designated 
for the data run. Also, during this period, the temperature 
was read at regular intervals, and this was continued until the 
temperature became steady. At that point, the Teflon jackets 
were removed and the data run proper was initiated. 

The duration of the run was selected so that the change in 
diameter of the rod due to sublimation would not exceed 
0.0025 cm. At the termination of the run, the rotation was 
abruptly halted, the temperature was measured, and the 
Teflon jackets slipped over the rods. Then the rods were 
reweighed (with the Teflon jackets removed). 

Supplementary experiments showed that the extraneous 
sublimation which occurred during the period when the rods 
were covered by the Teflon jackets did not exceed a half-
percent of the mass sublimed during the data run proper. 

The experiments were performed in a very large laboratory 
room (volume ~ 300 m3), so that possible accumulations of 
naphthalene vapor were negligible. Several hours prior to the 
initiation of a data run, the windows of the laboratory were 
covered with sheets of polystyrene. Entrance to the laboratory 
was prohibited both prior and during the run. These measures 
provided a very stable ambient that aided in the attainment of 
data, which were both highly reproducible and virtually free 
of scatter. 

The experimental technique was verified in companion 
experiments on mass transfer from a rotating disk [6]. 
Agreement of the data with the exact solution was within 2-3 
percent. 

Data Reduction 

As mentioned earlier, the amount of mass transferred from 
a rod during a data run was determined by measuring the 
mass of the rod both before and after the run. In multiple-rod 
experiments, the mass transfer at the various rods generally 
agreed to within a half-percent or better. The rod-average 
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mass flux, m, was then obtained by dividing the transferred 
mass by the duration time of the run and the naphthalene 
surface area (i.e., the cylindrical and tip surfaces of the rod). 
From this, the per-rod mass transfer coefficient, A', was 
evaluated from its definition 

K=m/(pnv/-Pna>) (1) 

The naphthalene vapor density, pnw, at the subliming surface 
was calculated from the Sogin vapor pressure relation and the 
perfect gas law, using the measured temperature of the rod as 
input. For the operating conditions of the experiments, p,l00 = 
0. 

To aid in the attainment of a compact dimensionless 
correlation of the mass transfer coefficient, K, the functional 
dependence of K on the other parameters of the problem may 
be written as 

K=f{D,L,Ds,w,N,p,ix,^) (2) 

where u> is the angular velocity (~ rpm), N is the number of 
rods, and 2D is the mass diffusion coefficient. By employing 
dimensional analysis, there follows 

KD/S)=f(L/D,Ds/D,D2o>lv,N,v/£>) (3) 

Among these, the Sherwood number, Sh, and the Schmidt 
number, Sc, can be identified as 

Sh = KD/Si,Sc = i>/£> (4) 

The group D2wlv has the shape of a Reynolds number, with D 
as characteristic dimension and Do having the units of 
velocity. 

In reality, the velocity of a rod varies from Rsw at its root 
(Rs = ViDs) to (Rs + L)to at its tip. Therefore, an ap­
propriate characteristic velocity, V*, for a rod might be 
written as 

V*=R*o (5) 

where 

R*=Rs + aL,0<a£l (6) 

and, with this, the Reynolds number can be defined as 

Kc = (R*u)D/p (7) 

or 

Rt = (D2ix>/v)[Vi{Ds/D)+a{L/D)] (8) 

Thus, the Reynolds number defined by equation (7) contains 
three of the dimensionless groups that appear in the func­
tional dependence indicated in equation (3). 

A careful analysis was made of the Sherwood number data 
to determine whether the use of the Reynolds number 
definition (7) might yield a functional dependence involving 
fewer dimensionless groups than appear on the right-hand 
side of equation (3). In this regard, consideration was given to 
the parameter a which fixes the characteristic velocity V*. 
Several values of a were selected and the corresponding 
Sherwood number correlations examined. With a = 0.3 as 
input to the Reynolds number definition of equation (7), it 
was found that the explicit dependence of Sh on LID was 
eliminated altogether, while only a slight explicit dependence 
on DJD remained. 

It is noteworthy that with a = 0.3, the characteristic 
velocity corresponds to a radial position nearer to the rotating 
shaft than to the tip of the rod. This is not unexpected in view 
of the relatively large surface area of the shaft. 

Based on the aforementioned simplification associated with 
the use of Re and a = 0.3, equation (3) can be recast in the 
form 

Sh=f(Re,Ds/D,N,Sc) (9) 

with 

R*=RS+0.3L (10) 

used in conjunction with equation (7). 
To evaluate the Sherwood number from the experimental 

data, it is convenient to write 

Sh = (KD/i>)(i>/S>) = (KD/p)Sc (11) 

For the naphthalene-air system, Sc = 2.5. The kinematic 
viscosity, v, that is needed as input to equation (11) and for 
the evaluation of the Reynolds number was taken as that for 
pure air. 

To apply the mass transfer results to heat transfer, the 
correlation equation (9) for the Sherwood number is rewritten 
as 

Nu=/(Re,.Ds/AAr,Pr) (12) 

where / i s the very same function as that of equation (9). The 
present experimental results correspond to a specific Schmidt 
number and do not provide the variation of Sh with Sc (or the 
variation of Nu with Pr). Therefore, in keeping with accepted 
practice, a power-law dependence will be adopted, as will be 
described later. 

Results and Discussion 

Sherwood Number Results. Per-rod Sherwood numbers 
encompassing all of the investigated rod lengths and 
diameters are plotted in Fig. 3 as a function of the Reynolds 
number defined by equations (7) and (10). The data presented 
in this figure correspond to experiments in which there was 
only one rod in place (i.e., N = 1) and in which the extension 
of the rotating shaft was not used. However, as will be 
documented later, the per-rod Sherwood number is virtually 
independent of the number of rods within the range in­
vestigated (N = 1 through N = 6). Similarly, the Sherwood 
number is hardly affected by whether or not the extension is in 
place. Therefore, Fig. 3 may be regarded as representing all of 
the investigated operating conditions. 

The data appearing in Fig. 3 are identified according to rod 
diameter (i.e., according to D/Ds) by either filled or open 
data symbols, respectively, for D/Ds = 0.126 and 0.190. For 
each rod diameter, the various rod lengths, characterized by 
L/D, are distinguished by circles, squares, and triangles. 

For each fixed D/Ds, it is seen that the Sherwood-Reynolds 
relation is independent of L/D, that is, the data for the 
various LID fall along a common line for a given D/Ds. Thus 
the data of Fig. 3 affirm the earlier assertion that the 
Reynolds number definition of equation (7) with the R* of 
equation (10) eliminates the explicit dependence of Sh on 
L/D. This independence from LID is a significant 
generalization of the present results and enables them to be 
applied for any LID in the investigated range (2.5 to 16) and, 
if necessary, somewhat beyond. In this regard, it may be 
noted that the investigated range of LID encompasses 
practical values for both pin fins and spokes. 

The lines passing through the data in Fig. 3 are least-
squares fits of the form 

Sh = CRe" (13) 

where the numerical values of C and n are listed in Table 1. 
The excellence of the fits is affirmed by the fact that the data 
deviations from the respective fitted lines are on the order of 1 
percent or less. For each D/Ds, the data appear to fall along 

Table 1 Values of C and n for equation (13) 
D/Ds Re Q n 
0.126 <1500 , 0.832 0.532 
0.126 >1500 0.327 0.658 
0.190 <1500 0.696 0.566 
0.190 >1500 0,346 0.658 
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Fig. 3 Per-rod Sherwood numbers (single rod, no shaft extension) 

lines which display a change of slope at Re = 1500. In ac­
tuality, the change of slope is probably continuous (rather 
than discrete), but for an algebraic representation, a two-part, 
linear fit is simpler than a continuous, higher-order fit. 

The Sherwood numbers display a modest dependence on 
D/Ds. For Re < 1500, the overall spread of the data with 
D/Ds is 6 percent, while at lower Reynolds numbers the 
dependence on D/Ds tends to disappear as the two sets of data 
merge. A representation of the results that is valid for both of 
the investigated D/Ds may be written as 

Sh = 0.751Re°-550,Re<1500 

Sh = 0.337Rea658,Re>1500 

(14) 

(15) 

The maximum deviation of the data from these equations is 
only 3 percent. The equations are applicable for a Schmidt 
number (or Prandtl number) of 2.5. They will shortly be 
generalized so as to predict the heat transfer for arbitrary 
Prandtl numbers. 

As discussed in the Introduction, the absence of prior work 
on the problem considered here precludes direct comparisons 
with the literature. In the absence of the present data, it is 
likely that available information for the cylinder in crossflow 
or for the in-line tube bank would have been employed to 
calculate heat transfer at rotating rods. It is, therefore, of 
interest to compare the present results with those cases, and 
this has been done in Fig. 3. 

Among the correlations for heat transfer from cylinders in 
crossflow, both those of Zukauskas [4] and of Whitaker [5] 
are based on data for both air (Pr = 0.7) and for various 
liquids that cover a range of higher Prandtl numbers. For 
comparison with the present data (Sc = Pr = 2.5), these 
correlations are believed to be preferable to others that are 
based on air data alone. For this same reason, the Zukauskas 
correlation for the in-line tube bank [4] was selected from 
among those available. In applying the correlations, Nu was 
replaced by Sh, Pr was replaced by Sc, and Sc was set equal to 
2.5. The resulting Sherwood numbers are presented in Fig. 3. 

From the figure, it is seen that the tube bank results deviate 
only moderately (~ 10-15 percent) from the present data, 
while the cylinder in crossflow results show greater 
deviations. This ordering might, at first, appear inverted, 
since the data presented in the figure are for a single rod, not 
for an array of rods. However, owing to the fact that a 
rotating rod continuously encounters its own wake, it may be 
better modeled by an in-line array of stationary cylinders than 

by the single cylinder in crossflow. Despite this 
rationalization, whatever the level of agreement, it may be 
somewhat fortuitous because of basic differences in the 
patterns of fluid flow. 

With regard to the Schmidt (Prandtl) number dependence 
of the results, guidance may be taken from the aforemen­
tioned tube bank and crossflow results, which respectively 
vary as Pr0 3 6 , P r ° " , and Pr0 4 [4, 5]. If the 0.37-power 
dependence is taken as a compromise, then equations (14) and 
(15) become 

Sh = 0.535Re0-550Sc037,Re<1500 (16) 

Sh = 0.240Re0-658Sc°", Re>1500 (17) 

Equations (16) and (17) may be regarded as the most general 
form of the results of this investigation. 

Effect of Number of Rods and Shaft Extension. The 
Sherwood number results that were presented in Fig. 3 were 
obtained in experiments in which there was only one rod and 
where the extension of the rotating shaft was not employed. 
An extensive set of experiments was performed for multirod 
arrays (up to six), encompassing the same range of D/Ds, 
L/D, and Re that was investigated for the single-rod case. 
These experiments were carried out without the extension in 
place. Still another set of experiments was performed to study 
the effect of extending the rotating shaft so as to increase the 
distance between the rod(s) and the end of the shaft. For these 
experiments, the full range of D/Ds, L/D, and Re was in­
vestigated for the one-rod case. The results of these two sets 
of experiments indicated that there was no need for further 
experiments involving both multiple rods and an extension of 
the shaft. 

Only a portion of the available results will be presented here 
because of space limitations. In particular, the multiple-rod 
issue will be dealt with via comparisons between the results for 
the one-rod and six-rod cases. Also, owing to the similarity in 
the trends for the two investigated values of D/Ds (0.126 and 
0.190), a somewhat abbreviated presentation is made for the 
latter. 

The results for D/Ds = 0.126 are presented in Figs. 4-6, 
respectively, for L/D = 3.95, 7.9, and 15.8. Figtires 7 and 8 
convey results for D/Ds = 0.190 with L/D = 2.63 and 10.5 
(the intermediate L/D is omitted). Each figure has a common 
structure. In the upper portion of the figiire, the Sherwood 
numbers corresponding to the unextended and extended 
rotating shafts are compared for the one-rod ease. The lower 
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portion conveys a comparison between the Sherwood 
numbers for the one-rod and six-rod arrays for the case of the 
unextended shaft. In order to separate the two comparisons, 
the upper data are plotted as the Sherwood number itself, 
while the lower data are plotted as half the Sherwood number. 

Attention is first focused on the one-rod, six-rod com­
parison. Careful inspection of Figs. 4-8 reveals that the data 
for the one-rod and six-rod arrays are virtually coincident for 
all of the investigated operating conditions. The deviations, if 
any, are in the 1-2 percent range, which is the expected ac­
curacy of the experiments. This finding eliminates the func­
tional dependence of the Sherwood number on the number of 
rods N, at least for values of N < 6, thereby affirming the 
generality of the Sherwood number correlations (16) and (17). 
Furthermore, since the TV = 6 data show no tendency 
whatsoever to depart from the TV = 1 data, it is not 
unreasonable to expect that the present correlations should 
continue to apply for substantially larger TV, say, up to TV = 
12. 

The just-discussed insensitivity of the per-rod Sherwood 
number to the number of rods suggests that it is immaterial 
whether a given rod encounters its own wake or that of 
another rod. While this finding was not expected, its 
demonstrated validity provides a great simplification in the 
correlation of the results. 

Attention is next turned to the effect of extending the 
rotating shaft in order to increase the distance between the 
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rods and the end of the shaft. From an examination of Figs. 
4-8, it is seen that the extension distance yields a secpnd-order 
increase in the Sherwood numbers relative to those for the 
unextended shaft. The increases, when they occur, are in the 

Journal of Heat Transfer MAY 1984, Vol. 106/295 

Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



2-3 percent range. These deviations are deemed too small to 
disturb the generality of the correlating equations (16) and 
(17). 

Concluding Remarks 

In this paper, seemingly for the first time, the heat transfer 
characteristics of rods which extend radially outward from the 
surface of a rotating shaft have been investigated. The ex­
perimental work was facilitated by the use of the naphthalene 
sublimation technique. During the course of the research, the 
diameter and length of the rods were varied, as was the 
number of rods. Another investigated geometric parameter 
was the distance between the rods and the free end of the 
rotating shaft. The angular velocity of the shaft was 
represented in dimensionless terms by the Reynolds number. 

In view of the large number of governing parameters, it is 
noteworthy that a relatively simple correlation of the Sher­
wood number results was obtained. A key feature of the 
correlation is the choice of an appropriate characteristic 
velocity, V*, on which to base the Reynolds number. With the 
proper choice of V*, the dependence of the Sherwood number 
on LID is altogether eliminated, and there is only a weak 
dependence on D/Ds. Furthermore, the data were found to be 
independent of the number of rods and to be very weakly 
dependent on the distance from the rods to the free end of the 
shaft. As a result of these simplifications, the final per-rod 
correlations, when phrased in heat transfer terms, are 

Nu^.SSSReO-^Pr0-37, Re<1500 (18) 

Nu = 0.240Re°-638PrOJ7, Re>1500 (19) 

The Reynolds number appearing in these equations is defined 
by equations (7) and (10). 
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Effects of Free Confection and 
Axial Conduction on Forced-
Convection Heat Transfer Inside a 
Vertical Channel at Low Peclet 
Numbers 
A numerical investigation was conducted to study the simultaneous effects of free 
convection and axial conduction on forced-convection heat transfer inside a vertical 
channel at low Peclet numbers. Insulated entry and exit lengths were provided in 
order to assess the effect of upstream and downstream energy penetration due to 
axial conduction. The fluid enters the channel with a parabolic velocity and uniform 
temperature profiles. A constant-property (except for the buoyancy term), steady-
state case was assumed for the analysis. Results were categorized into two main 
groups, the first being the case where the channel walls were hotter than the entering 
fluid (heating), and the second being the reverse of the first (cooling). For each 
group, heat transfer between the fluid and the walls were given as functions of the 
Grashof, Peclet, and Reynolds numbers. 

Introduction 

The subject of laminar flow forced convection in ducts has 
been studied extensively and a comprehensive review was 
provided by Shah and London [1]. It is also recognized that 
free convection can interact with forced convection and may 
alter the heat transfer rate significantly. For forced flow in a 
vertical duct with heated or cooled walls, if the Reynolds 
number is low, free convection effects can be significant at 
even moderate Grashof numbers. 

Combined forced and free convection, or mixed con­
vection, inside a vertical tube has been considered by 
numerous researchers [2-15]. However, relatively few papers 
have been published for mixed convection between two 
vertical plates. Tao [16] considered fully developed laminar 
mixed convection in a vertical channel of constant axial wall 
temperature gradient, with or without heat generations. 
Bodoia and Osterle [17] investigated the flow development of 
mixed convection betwen heated vertical plates. The flow and 
heat transfer characteristics of the channel were studied and a 
development height was established. Savkar [18] considered 
the problem of developing laminar mixed convection between 
two vertical semi-infinite plates when energy was added at a 
uniform rate from the two plates. Quintiere and Mueller [19] 
presented approximate analytical solutions for free and 
forced convection between finite vertical parallel plates, 
covering a wide range of Rayleigh and Prandtl numbers. 

For the case of forced convection, numerous investigations 
[20-22] have shown that the axial conduction term in the 
energy equation becomes significant at low Peclet number 
(Pc<50). The inclusion of this term will realize the 
propagation of energy axially and thus affect the temperature 
profile of the fluid prior to its entry into the heat transfer 
section of the vertical duct. The importance of axial con-
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duction should also be considered in the case of free and 
mixed convection for low Prandtl number fluids. However, 
the results of combined forced and free convection at low 
Peclet numbers are not available in the literature. Zeldin and 
Schmidt [12] included the axial conduction term in their 
analysis of developing flow with combined forced and free 
convection in an isothermal vertical tube. However, their 
calculations were restricted to a Peclet number of about 250, 
and axial conduction is expected to be negligible at such a high 
Peclet number. The only analytical prediction of free and 
forced convection heat transfer to a low Prandtl number fluid 
in vertical channel was presented by Quintiere and Mueller 
[19]. It is suspected that their analysis is incorrect at low Pr 
because they omitted the axial conduction term in their energy 
equation. 

From the foregoing discussion, one can conclude that there 
is a need for further work on mixed convection at low Peclet 
numbers for both flows inside a vertical tube and in between 
two vertical plates. The authors have no knowledge of work 
done on predicting the simultaneous effects of free convection 
and axial conduction on forced convection heat transfer. This 
is the main motivation of the present study. 

In this investigation, the hydrodynamics and heat transfer 
of low Peclet number flows in a symmetrically heated or 
cooled channel are studied. The schematic of the present 
problem is shown in Fig. 1. Insulated entry and exit lengths 
have been provided. The insulated entry length allows the 
axial penetration of energy due to axial conduction. The 
insulated exit length will allow the fluid velocity and tem­
perature profiles to develop somewhat after the fluid has left 
the heat transfer region of the channel. The entry velocity 
profile in the insulated region is assumed to be fully developed 
(parabolic). This choice is made to focus on the distortion of 
the velocity profile due to free convection and axial con­
duction. The distortion of the velocity profile will, in turn, 
affect the heat transfer between the walls and the fluid. The 
flow is assumed to be two-dimensional and with constant 
properties (excepting the buoyancy term). The assumption of 
two-dimensional flow may be justified if the channel walls are 
sufficiently deep in the third dimension; The assumption of 
constant-property flow is acceptable? provided that the 
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Fig. 1 Schematic of channel and reference locations 

temperature difference between the walls and the fluid is not 
too large. 

Problem Formulat ion 

The situation considered is illustrated in Fig. 1. The channel 
has a width of d and a length of b + 2d. It is open at both 
x=—d and x = b + d. The first and last section of the channel 
(-d<x<0, and b<x<b + d) is thermally insulated. The 
walls at midchannel (Q<x<b) are kept at a uniform tem­
perature, tw, either higher or lower than the fluid tem­
perature. The fluid enters the channel at x=—d with a 

uniform temperature, / „ , and with a parabolic velocity 
profile. This choice for the velocity profile was made in order 
to eliminate the effects of hydrodynamic development. 
Consequently, any distortion of this profile downstream is a 
result of the combined effects of free convection and axial 
conduction. 

Insulated entry and exit lengths have been provided to allow 
the propagation of energy both upstream and downstream 
from the heated or cooled section. Of particular interest is the 
insulated entry length that will accommodate the heating or 
cooling of the fluid prior to its entry to the heated or cooled 
section of the channel. For the Peclet numbers used in this 
work, it was tested that the upstream energy penetration 
length is less than the channel width. Hence an insulated entry 
length of d was used. Furthermore, this insulated entry length 
justifies the assumption of uniform entry temperature, / „ , at 
x=-d. 

By introducing a nondimensional stream function, vor-
ticity, and temperature as dependent variables, and using the 
following definitions 

X= 

d 

ud 
U= — 

V 

K = ^ 
V 

, * 
V 

cod1 

Q= 
V 

and 

r=(f->:„)/( /„ ,-f„)(Heating) 

= ( / -C) /a„-r M , ) (Cool ing) (1) 

the governing equations in nondimensional forms for the 
present problem are 

U— + K — = —r 
dX dY dX2 

d2Q dT 

dY^~GTdY 

d2ij, d2js 

dX2 + dYi 

„ dU dV 
-Q= 

dY dX 

dT dT _ 1 Vd2T d2Tl 
Ud~X+VdY~¥[ IdX2 + dY2! 

d^ d^ 
U= — and V= - — 

dY dX 
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N o m e n c l a t u r e 

A = 

b = 

d = 

Gr 
k 

Nu.v 

Nu 
Pc 
Pr 

Q 

Q 
Re 

t 
T 

u,v 
U,V 
x,y 

aspect ratio of heat transfer section of channel 
= bid 
length of heat transfer section of channel (m) 
specific heat of fluid (kJ/kg°C) 
channel width (m) 
local acceleration due to gravity (m/s2) 
Grashof number = lg^(tw—ta,)d

3/v2 I 
thermal conductivity of fluid (kJ/s m°C) 
local Nusselt number 
overall Nusselt number 
Peclet number = RePr 
Prandtl number = via. 
heat transfer rate to fluid per unit depth of channel 
from both walls (kJ/s m) 
dimensionless heat transfer rate = q/k(tw—t<x) 
Reynolds number = ubdlv 
temperature (°C) 
dimensionless temperature 
vertical and horizontal velocities (m/s) 
dimensionless vertical and horizontal velocities 
Cartesian coordinates - vertical, horizontal (m) 

X,Y = 

V- = 
v = 

P = 

* = 

+ = 
CO = 

0 = 
T = 

dimensionless Cartesian coordinates —vertical, 
horizontal 
thermal diffusivity of fluid (m 2 / s ) = k/pCp 

coefficient of thermal expansion of fluid ( ° C ~ ' ) 
visocity of fluid (kg/s m) 
kinematic viscosity of fluid (m 2 / s ) = n/p 
fluid density (kg /m 3 ) 
stream function (m 2 / s ) 
dimensionless stream function 
vorticity (s ~ ' ) 
dimensionless vorticity 
any field variable (\p, 0, or 7) 

Subscripts 
b = bulk 
e = exit plane 

Max = maximum 
w — at the wall 
oo = at the entrance of channel 

Superscript 
m = iteration counter 
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where Gr= \gS3(tw-ta)tf/v
21 is the Grashof number and 

Pr = via. is the Prantl number. 
It should be noted that, with the definition of the non-

dimensional velocity U given in equation (1), the bulk 
Reynolds number, Re, at entrance is simply equal to the 
nondimensional bulk velocity Ub, where 

U„ U dY (6) 

It should also be noted that the axial momentum and axial 
energy conduction terms are included in equations (2) and (4), 
respectively. 

For the present study, the aspect ratio of the heat transfer 
section A was kept at unity. This choice is just for convenience 
only. Other values of the aspect ratio can be handled by the 
present analysis in the same manner. Since the problem is a 
spatially elliptic one, the values of yj>, fi, and T must be 
specified at all the boundaries. The boundary conditions are 

At entry: (X=-l) ^ = Rey 2 (3-2Y) 

0 = Re(127-6) 

r = 0 (Heating) 

or 

T= 1 (Cooling) 

At left wall: ( 7=0) ^ = 0 

a 2 ^ 
Q = 

dY2 

At right wall: ( 7=1) i/- = Re 

Q--

Oa) 

Ob) 

(7c) 

At the heated or cooled section: ( 0 < ^ f < l ; 7 = 0 or 1) 

T = 1 (Heating) 

or 

T = 0 (Cooling) (Id) 

At the unheated section: ( - 1 <X<0 or 1 <X<2; 
7 = 0 or 1) 

dT 

3 7 = ° 

At exit: (X=2) 

dt _ dfi _ dT _ 

dX~ dX~ dX~~ 

(le) 

Of) 

The boundary condition at exit as shown may be justified if a 
sufficiently long insulated exit length is used. Numerical 
experiments were carried out to ascertain this length. It was 
found that with an insulated exit length equal to the channel 
width or longer, the dependent field variables in the channel 
are quite insensitive to the boundary condition at exit. In this 
investigation, the nondimensional insulated exit length was 
unity. 

Method of Solution 

Equations (2-5) were solved numerically subject to the 
boundary conditions given by equation (7). The governing 
equations were cast into finite difference form using a central 
difference scheme for the interior points in the domain. 
Discretized boundary conditions for the wall vortices and 
temeperature gradients at the walls were obtained by a one­
sided expansion of second-order accuracy. The resulting set of 

equations were solved by successive relaxations of the \j/, ft, 
and T fields until two successive iteration values of each field 
satisfied the following criterion 

IT — T J » 
< i o -

rMa 
(8) 

where r=\p, fi, or T. 
The results reported in this paper were obtained with 31 and 

21 grid spaces in the X- and 7-directions, respectively. Even 
this grid does not satisfy the cell Reynolds number criterion 
[23] everywhere in the flow field, but convergence and 
stability of the iterative process are still obtained. By em­
ploying a finer grid (61 by 41) for some of the computer runs, 
it was judged that the results given in the next section are 
correct to within 3 percent. 

Upon obtaining the converged fields, the following 
dimensionless parameters were calculated 

(0 The bulk temperature (Tb (X)) 

! ' 
JO 

UTdY 

UdY 

(ii) The local Nusselt number (Nu^ (X) ] 

± (dT/dY)w 
N U y 

(9) 

(10) 
Tw — Tb 

where the minus and plus signs apply to the left and the right 
walls, respectively. 

(Hi) The total energy per unit depth received by the fluid 
from the heat transfer region of the walls 

By a simple energy balance, it can be shown that 

Q = PcTbe (Heating) 

= Pc(l-r6 e)(Cooling) (13) 

where Tbe is the exit bulk temperature and Pc is the Peclet 
number. 

(iv) The overall Nusselt number in the heat transfer region 

- J : Nu= Nu^rfX(either wall) (14) 

Results and Discussion 

Numerical results are obtained for two Reynolds numbers, 
namely, 50 and 100. The Grashof number ranges from 500 to 
5 x l 0 4 . These dimensionless numbers are suitable for ap­
plications to compact heat exchangers, cooling of 
microelectronic devices, etc. 

Heating. Plots of Q and Nu as a function of the Grashof 
number with Peclet and Reynolds numbers as parameters are 
given in Fig. 2. It is clearly seen that both Q and Nu increase 
with Gr for fixed values of Pc and Re. This indicates the 
enhancement of heat transfer due to free convection. 

At low Grashof numbers (forced convection dominant), for 
the same Peclet number, the curves for the two different 
Reynolds numbers merge, indicating that the Peclet number 
is the only parameter needed to describe Q and Nu. On the 
other hand, at high Grashof numbers)(free convection effects 
significant), both the Peclet and the Reynolds numbers are 
required as parameters to correlate Q and Nu with Gr as 
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Fig. 2 Dimensionless heat transfer rate and overall Nusselt number as 
a function of Grwith Pc and Re as parameters (heating) 

demonstrated by the split between the curves for different Re. 
This split may be regarded as the point where free-convection 
effects begin to assume a significant role for the lower Re 
case. In addition, for^_ fixed Peclet number, it is observed 
that in terms of Q and Nu, the departure from pure forced 
convection occurs at higher Grashof numbers for higher 
Reynolds numbers. 

It may also be noted from observing the curves of Q at 
different Peclet numbers that the increase of Q as Gr increases 
is more significant for Pc = 20 than for Pc = 5. This indicates 
that for lower Peclet numbers, the enhancement of heat 
transfer due to free convection is to a lesser extent compared 
to that for higher Peclet numbers. This is not surprising 
because a lower Peclet number implies a larger thermal 
diffusivity, which in turn causes the smoothing of the tem­
perature profile. The temperature gradient, 3779 F, con­
stitutes the source of free-convection effects in the vorticity 
equation. 

Figure 3 consists of dimensionless velocity profiles for 
Gr = 50000 at various Xin the channel for Peclet number of 5. 
It is evident that flow is being distorted due to the effects of 
free convection. The distortion occurs even at X= - 0 . 1 , 
where the walls are insulated. This can be explained by the 
fact that energy has propagated upstream via the axial 
conduction term and set up temperature gradients in the 
insulated entry section, thereby perturbing the hydrodynamics 
of the flow. The distortion of the velocity profiles enhances 
the convective heat transfer from the channel walls which 
explains the upward trend of the curves in Fig. 2. 

Dimensionless temperature profiles at various A'-locations 
in the channel for Pc = 5 are shown in Fig. 4 for high and low 
Grashof numbers. Referring to Fig. 4, it is interesting to note 
that at X— - 0 . 1 , the temperatures near the walls are higher 
for Gr=1000 than those for Gr = 50000. This can be ex­
plained by observing the velocity profiles in Fig. 3. At X= 
- 0.1, the velocity profile near the walls has been substantially 
distorted from the initial parabolic shape in the case of 
Gr = 50,000 as compared to that for Gr = 1000, which is still 
essentially parabolic. On the basic of these observations, it 
may be inferred that due to increased free-convection effects 

Fig. 3 Dimensionless velocity profiles at various X-locations in 
channel, Pc = 5, Gr = 50000, Re = 100 (heating) 
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Fig. 4 Dimensionless temperature profiles at various X-locations in 
channel at high and low Gr, Pc = 5, Re = 100 (heating) 

(Gr = 50,000), colder fluid is being drawn up near the walls at 
a faster rate and thus cools the region to a greater extent. In 
other words, the local Peclet number near.the walls has been 
increased. This implies that free convectioh effects counter 
upstream axial conduction somewhat near the entrance to the 
heated section. , \ 
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Fig. 5 Dimensionless bulk temperatures versus X at high and low Gr, 
Pc = 5 and 20, Re = 100 (heating) 
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Fig. 6 Dimensionless heat transfer rate and overall Nusselt number as 
a function of Grwi th Re as a parameter (cooling) 

Figure 5 shows bulk temperatures as a function of X for 
different Peclet numbers for high and low Grashof numbers. 
The Reynolds number is fixed at 100. The bulk temperature 
for Pc = 5 rises to values approximately twice that for Pc = 20 
at the end of the channel. An increase in the Grashof number 
for a particular Peclet number leads to an increase in the local 
bulk temperatures for X>0, which demonstrates the increase 
in heat transfer to the fluid due to free convection effects. The 
reversal of the situation for X<0 may be explained by the 
same line of reasoning used earlier, namely, free convection 
effects counter upstream axial conduction somewhat near the 
entrance to the heated section. 

Upon comparing the bulk temperatures for X<0 for the 
two Peclet numbers, it can be seen that the upstream energy 
penetration is significantly greater for the lower Peclet 
number fluid. It is observed that at X=0.0, the lower Peclet 
number fluid has attained about 40 percent of its final or exit 
bulk temperature whereas the higher Pc fluid has reached only 
17 percent of its exit bulk temperature. Upstream energy 
penetration via axial conduction therefore assumes increasing 

200 -

100 

Fig. 7 Dimensionless velocity profiles at various X = locations in 
channel, Pc = 5, Gr = 50000, Re = 100(cooling) 

significance with decreasing Peclet numbers. However, the 
effect of upstream energy penetration decreases somewhat 
with increasing Grashof numbers. Had the axial conduction 
term been ignored, the heating of the fluid prior to its entry to 
the heated section of the channel would not occur. 

Cooling. Figure 6 illustrates the variations of Q and Nu 
as a function of the Grashof number with the Peclet and the 
Reynolds numbers as parameters. It can be observed that both 
Q and Nu decrease as Gr increases, which is a trend opposite 
to that of the case of heating. This indicates that free con­
vection reduces the heat transfer between the fluid and the 
walls of the channel. 

At low Grashof numbers (forced convection dominant), for 
the same Peclet number, as in the case of heating, the curves 
of the two Reynolds numbers merge, indicating that the Peclet 
number is the only parameter required to describe Q and Nu. 
However, when free convection effects begin to assume 
significance (high Grashof numbers), both the Peclet^and 
the Reynolds numbers are needed to correlate Q and Nu as 
demonstrated by the split between the curves for different Re. 
As in the case of heating, this split may be regarded as the 
point where free convection effects begin to assume a 
significant role for the lower Re case. In addition, for a fixed 
Peclet number, it is observed that in terms of Q and Nu, the 
departure from pure forced convection occurs at higher 
Grashof numbers for higher Reynolds numbers. 

Figure 7 consists of dimensionless velocity profiles for 
Gr = 50,000 at various X in the chanriel. The distortion of the 
flow due to free convection effects varies markedly from that 
of the case of heating. Here the fluid near the walls is being 
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Fig. 8 Dimensionless temperature profiles at various X-locations in 
channel at high and low Gr, Pc = 5, Re = 100 (cooling) 

slowed down, whereas in heating, the same was being ac­
celerated. Consequently, due to continuity requirements, the 
fluid near the channel centerline is being accelerated. It is the 
deceleration of the velocity near the walls that decreases the 
heat transfer from the fluid to the cooled portion of the 
channel walls. Furthermore, this distortion is observed even at 
X= -0.1 where the walls are insulated. This can be explained 
by the same line of reasoning used in the case of heating, 
except that axial conduction causes precooling of the fluid 
prior to its entry to the cooled region of the channel. The 
slowing down of the fluid near the walls is the key factor in 
reducing the heat transfer. This further explains the down­
ward trend of the curves in Fig. 6. 

Dimensionless temperature profiles at various X-locations 
in the channel for Pc = 5 are shown in Fig. 8 for high and low 
Grashof numbers. It is again of interest to note that X= 
-0 .1 , the temperatures near the walls are higher for 
Gr=1000 than for Gr = 50,000. This can be explained by 
observing the velocity profiles in Fig. 7. At X= - 0 . 1 , for 
Gr = 50,000, the velocities near the walls have been sub­
stantially reduced (as compared to those for Gr=1000). On 
the basis of these observations, it may be inferred that due to 
increased free convection effects (Gr = 50,000), hotter fluid is 
partially prevented from flowing near the walls and thus the 
region is kept cool to a greater extent. In other words, the 
local Peclet numbers near the walls have been decreased as 
opposed to the case of heating. This implies that free con­
vection effects enhance upstream axial conduction and hence 
precooling near the entrance to the cooled section. 

Figure 9 shows the variation of bulk temperature, Tb, as a 
function of X for high and low Grashof numbers. The Peclet 
number is 5, and the Reynolds number is 100. Since the 
cooling of the fluid is occurring, the bulk temperature drops 
from the value of unity to some exit bulk temperature, Tbe. 
The increase in the Grashof number leads to an increase in the 
local bulk temperatures for X>Q, which implies the decrease 
in heat transfer from the fluid due to free-convection effects. 
The reversal of the situation for X<0 may be explained by the 
fact that free convection effects enhance upstream axial 
conduction and hence precooling near the entrance to cooled 
section. The lowering of Tb for X<0 indicates that precooling 

= 1000 
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"0 .8 - 0 . 4 0 0.4 0.8 1.2 1.6 2.0 

X 

Fig. 9 Dimensionless bulk temperatures versus X at high and low Gr, 
Pc = 5, Re = 100 (cooling) 

has occurred via the axial conduction term. Thus axial 
conduction is important for the Peclet number considered. 

Summary and Conclusions 

The effects of axial conduction at low Peclet numbers are 
significant both in the case of heating and cooling. However, 
this effect is greater in the case of cooling due to the lowering 
of local Peclet number near the entrance to the cooled section. 
For the case of heating, free convection effects counter axial 
conduction somewhat near the entrance to the heated section 
whereas in cooling, axial conduction is enhanced. 

The combination of free convection and axial conduction 
distorts the velocity profile. In the case of heating, the fluid is 
accelerated near the walls whereas in cooling, the reverse 
holds true. The distortion occurs even prior to entry to the 
heated or cooled region of the channel. The distortion of the 
velocity profile in the case of heating enhances the heating of 
the fluid. On the other hand, the distortion occurring in the 
case of cooling reduces the heat transfer from the fluid. 

The enhancement of heat transfer in heating is always 
observed when free convection effects become significant. 
However, this enhancement occurs to a lesser extent for lower 
Peclet numbers. 
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An analysis is developed for mixed, forced, and free convective combustion on a 
flat fuel surface of arbitrary inclination that makes use of the laminar boundary 
layer approximation to describe the gas flow and of the flame-sheet approximation 
to describe the gas-phase reactions. A mixed-convection parameter (Rex" + 
Grx

m) "2" that properly scales the dependent and independent variable fields and a 
mixed convection ratio (Grx'"/Rex")ln that plays the role of the downstream local 
similarity coordinate are introduced in the nondimensionalization of the equations. 
It is shown that these two parameters, rather than the standard Reynolds, Rex, and 
Grashof Grx, numbers are the optimum choice of governing nondimensional 
groups for this problem. The values of m and n are selected to obtain a similarity 
solution of the governing equations in the pure free convection limit for a vertical 
(m = 2, n = 4) and a horizontal (m = 2, n = 5) surface, which are the cases 
solved in this work. With this formulation, the solution of the problem provides for 
both cases smooth transition of all physical variables from one convective limit to 
the other. Results are obtained from numerical integration of the governing 
equations and from application of the local similarity approximation. It is shown 
that the range of validity of local similarity is extended beyond that obtained with 
alternate formulations and that the proper limits are approached. For use in 
practical applications, the results suggest that explicit expressions for the mass 
burning rate and for the fraction of unburnt pyrolyzate can be found that will 
suffice over the whole range of mixed-flow intensity. 

Introduction 
In most practical situations, the combustion of fuel sur­

faces occurs under the combined influence of both natural 
and forced convection. The heat released by the chemical 
reaction taking place at the flame location induces a buoyant 
flow that reinforces any existing forced flow, e.g., from 
ventilation in compartment fires. Fundamental studies of 
boundary-layer convective combustion of a vertical or a 
horizontal fuel surface have been conducted by several 
authors for the pure forced, pure free, and mixed-convection 
cases [1-3]. Most analyses of mixed-mode combustion [1, 
3-5] as well as those for the chemically inert, nongasifying 
systems [6-8], adopt the forced flow nondimensionalization 
of the governing boundary layer equations. Such for­
mulations, however, fail to provide a smooth transition from 
the forced convection limit to the free-convection limit in that 
the solution becomes increasingly difficult to obtain as the 
latter limit is approached. In fact, the equations become 
singular at the limit. Similarly, the same difficulty would 
result close to the forced-convection limit if the natural 
convection nondimensionalization is used. 

Recently, a unified mixed-flow parameter, (Re4 + Gr2)1/8, 
has been introduced in the analysis of stagnation points [9]. 
This formulation not only brings a degree of symmetry to the 
problem, but more importantly, it provides solutions that are 
uniformly valid over the entire range of mixed-flow intensity, 
including the limits. Here the intrinsically nonsimilar problem 
of mixed-convective burning of a flat surface is examined 
using a mixed-flow parameter of the form (Re^" + Grx

m)x/2n 

to properly scale the dependent and independent variables and 
a mixed-convection ratio, £ = (Grx

m/Rex")w2, to index the 
distance x from the upstream leading edge of the fuel surface. 

Contributed by the Heat Transfer Division and presented at the 
ASME/JSME Joint Thermal Engineering Conference, Honolulu,, Hawaii, 
March 1983. Manuscript received by the Heat Transfer Division April 20, 1983. 

The values of m and n are selected to obtain a similarity 
solution for the limiting cases of pure forced or pure free 
convection. This results in specific values of m and n for the 
vertical and horizontal cases. Because the singularity at one 
limit is removed and the governing equations become similar 
at both limits, it is shown that this nondimensionalization is 
more appropriate than the one based on Rex or Grx. In ad­
dition, a locally similar solution of the boundary-layer 
equations is obtained which shows acceptable agreement with 
a numerical solution. This is to be contrasted with com­
parisons showing only limited range of agreement obtained 
using the previous formulation [4]. The mathematical 
solution of the nondimensionalized, laminar, reacting 
boundary-layer equations presented here follows standard 
procedures [1, 3-5]. Therefore, to avoid repetition, the reader 
is often referred to these references for the clarification of 
intermediate steps. 

Problem Formulation 

A schematic of the problem under consideration is shown in 
Fig. 1. The analysis considers the burning of the upper face of 
a flat combustible surface of arbitrary inclination once the 
initial transient burning has been completed. A laminar, 
forced-convection boundary layer is generated near the fuel 
surface by the forced oxidizing gas flow. In this boundary 
layer, adjacent to the actively pyrolyzing solid fuel, lies a 
diffusion flame that establishes an approximately constant 
elevated surface temperature through a balance between 
inward heat conduction from the flame and endothermic 
pyrolysis of the fuel. Some of the pyrolyzed fuel is 
transported locally to the flame via convection and diffusion, 
where it exothermically reacts with the oxidizer.'The gaseous 
fuel not consumed by the flame at the5 location of its 
generation, excess pyrolyzate [10], is converted downstream 
between the flame and the fuel surface. The large difference 

304/Vol. 106, MAY 1984 Transactions of the ASM E 
Copyright © 1984 by ASME

  Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



between ambient density and that near the flame region 
generates a buoyant flow that reinforces the previously 
established forced flow. The characteristics of the resulting 
mixed-convection flow depend on the relative magnitude of 
the inertia and buoyant forces. 

This analysis assumes that the burning surface is in 
equilibrium vaporization, i.e., that the activation energy of 
the surface pyrolysis reaction is sufficiently large that the 
variation in the surface mass flux, required by the boundary 
layer solution, can be accomodated with negligible change in 
the surface temperature. In addition, fast gas-phase chemical 
reactions are assumed to occur between fuel and oxidizer. 
Because the characteristic time of the gas-phase transport 
processes is much longer than the chemical kinetic time scale, 
the flame sheet approximation is used to describe the reacting 
flow. The effect of the net radiation between the surface and 
the flame on surface pyrolysis is incorporated by using an 
effective enthalpy of pyrolysis in the mass transfer number 
[10]. A more detailed incorporation of radiation in com­
busting boundary layers is available [11, 12]; however, since 
the analysis is already restricted to small scale, 0 (< 20 cm), 
by the laminar constraint, the radiation contribution for most 
fuels will be small [13, 14]. 

The governing boundary layer conservation equations are 

— (pu)+—(pv) = 0 
dx dy 

(la) 

du du 
pu — +pv— = 

dx dy dy 
( du\ dp 
[M'T-J+gsmaip^-p)-—- (lb) 

dp 

dy 
= g(poo-p)COS<J 

dh dh d ( X dh\ . 
pu— +pv— = ^-{~^-)+Qv 

dx dy dy \cp dy/ 

(lc) 

(Id) 

dYj dYi 

dx dy dy 

9 ( r , d Y i \ (le) 

where h = J.,, cpdT and q„ and mm are the volumetric heat 
and mass generation rates, respectively. Since the enthalpy 
and fuel concentration at the wall are constant, the boundary 
conditions are: 

zXy = 0 

and 

u = 0,h = h„,Yf=Y, f~ 1fy 

-pD 
dYf 

X dh . 
— T - =mpL,mp = 
CP fy Yft - Yfw 

at y —• oo 

(2a) 

(2b) 

(2c) u = uoa,h~0, Y0 = Yom,p=p„ 

The mathematical analysis is simplified by introducing a 
stream function \p satisfying 

djs d\j, 
PU = Moo — , PV = - fl„ — 

dy dx 

and the transformations 

£ = (Grx '"/Re2)1/2 

i, = ( R e / + G r , ' " ) 1 ' 2 " ^ (p/p„)dy)/x 

M,V) = ( R e / + G r / ) ~m" t(x,y) 

JU-,ri) = tf-P~)/tfw-P») = (.y-y-Viyw-y.) 

m.ti) = Grx
m/2n(P -pJT^/iSJy, - T^g cos aPa,x) 

B(S,v) = h/hw = (T-Ta,)/{Tw-Ta.) 

(3) 

(4a) 

(4b) 

(4c) 

(Ad) 

(4e) 

(4f) 

N o m e n c l a t u r e 

B 

c„ 
D 

Dr = 

f = 

Grx = 

g = 
H = 

h = 
J = 

Jf, = 

L = 
M = 
M = 
m = 
m = 

mass transfer number, B = [Q 
Ym/(VoM0)-cp(Tw-Tm)]/L 
specific heat capacity 
diffusivity 
nondimensional heat of 
combustion, Dc = Q Yox/ 
K M o C p C ^ - r , , ) ) 
normalized stream function, 
equation (4c) 
Grashof number, Grj. = 
xig(T„-Ta.)/(vjTa,) 
acceleration of gravity 
normalized pressure function, 
equation (4e) 
enthalpy 
normalized Shvab-Zeldovich 
coupling function, equation 
(4d) 
value of / at the flame, /// = 
r/(l+r) 
effective heat of pyrolysis 
molecular weight 
total mass flux 
local mass flux, equation (10) 
scaling exponential for the 
Grashof number m = 2 
vertical and horizontal 

n = scaling exponential for the 
Reynolds number n = 4 
vertical, n = 5 horizontal 

Pr = Prandtl number, Pr 
= cp /i„/X„ 

P = pressure 
a = local heat flux 
Q = heat of combustion 

Rex = Reynolds number, Re^ = «„ 
* / f o o 

r = mass consumption number, r 
— -* ooo ^7 * fw 

s = stoichiometric ratio, 
vfMf/v0M0 

T = temperature 
u = streamwise velocity 
v = normal velocity 
x = coordinate parallel to the fuel 

surface 
mass fraction of / species 
coordinate normal to the fuel 
surface 

Y, --
y = 

Greek 

0 = Shvab-Zeldovich variable 
(species), equation (5) 

y, = Shvab-Zeldovich variable 
(energy-species), equation (5) 

17 = local similarity variable, 
equation (4b) 

6 = nondimensional temperature, 
equation (4f) 

X = thermal conductivity 
H = dynamic viscosity 
v = kinematic viscosity, or 

stoichiometric coefficient 
£ = mixed convection ratio 

equation (4a) 
p = density 
\p = stream function, equation (4c) 
r = parameter, equation (6a), T = 

(Tv/-T„)/Tx 

A = parameter, equation (6a), A = 
g ^ - T ^ / ^ u J ) 

Subscripts 

e = excess 
/ = fuel 

/ / = flame 
/ = species 

o = oxygen \ 
p = pyrolyzed 
t = transferred' 
v = per unit volume 
w = wall '; . 
oo = ambient « . 
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The variables /3 and y are the Shvab-Zeldovich coupling 
functions defined as 

P=YF/(vFMF)-Y0/(v0M0) 

y=-h/Q-Yo/(poM0) (5) 

with these variables and assuming Lewis number unity and 
constant values of pfi, cp, p\, pT, and p2D, the boundary-
layer equations and their boundary conditions become 

n + lmg _ (3m-n)£2 

_^(2m-n) / (3m-n) 

«(i + n 
f2/(3m-«) •VQm-n) 

{\ + ef" (i + r r 
Isintr 

i ^(5/n - 2n)/2(3m ~ n) _ 

n-(3m-2ri)^2 

2/j(l + £2) 

3/K —n 

(2rt - 3m)/n(3m - n) 

(1 + n 2\2/n ( ( -
3m 
^ 7 ( # + T8H(Z,0)) 

r,H' + 
(3m-n) (JH 0 + T6£ 

dHU-,0) 
) )< 

+ • t(f v.^v 
a? a^ 

(1+£2)1 /2" 

/2 + 3m£2 
3 / M - « / , S7 dj\ 

H' = 

/ " 
Pr + 2rt(l + £2) 

subject to 

/ ' t t , 0 ) = 0, •/({,<)) = 1, 

/ , a , ~ ) = (l + ?2)-1/", 

d£ «(3m-w)(l + s ) 

(6a) 

(66) 

(6c) 

(la) 

B 
(lb) 

(7c) 
(3m — ri) Pr 

#«,«>) = 0 

where the prime indicates differentiation with respect to 17 at 
constant mixed-convection ratio £ = (Grx'"/Rex")W2 with the 
Reynolds number defined as Rex = u„ x/v„ and the Grashof 
number as GrA. = xig(Tw-Tsx>)/(va,

2T<x), The non-
dimensional temperature 6, is related to the normalized 
Shvab-Zeldovich function through its definition, resulting in 

Dc-(Dc-l)J for 17 < i\f, 

(Dc - (Dc - l)Jfl)J/Jfl for r, > Vfl 

(8) 

whereDc = Q Y0/v0M0 cp(Tw — r „ ) , and Jf, corresponds to 
the value of J at the position of the flame. Imposing the 
condition that at the flame Y0 = Yf = 0 (flame sheet ap­
proximation) the resulting expression for Jn is Jn = r/(\+r). 
In the foregoing expressions, B = [Q Yom/(v0M0)-cp(Tw 

— T„)\/L is the mass transfer number, and r = Y0O0 vfMf/ 
(Yfwv0M0) is the mass consumption number. The fuel con­
centration at the solid surface, F/)v, is obtained from the 
boundary conditions at the interface as Y/w = (BYfl 

-Yoxs)/(\+B). 
Under the present formulation of the problem, the forced-

convection limit (Gr^ = 0) is obtained by setting £ = 0 in the 
foregoing equations and the free-convection limit (Rev = 0) 
by setting £ — 00. From equations (6) and their boundary 
conditions (equations (7)), it is seen that the governing 
equations for the forced-convection case [1, 15] are recovered 

EDGE OF BOUNDARY LAYER 

FLAME 

Fig. 1 Schematic diagram of the diffusion flame over a burning 
combustible in a flat plate boundary layer flow. The coordinate system 
employed is also indicated. 

for £ = 0. For all m and n these equations have a similarity 
solution. For the free-convection limit, a similarity solution is 
found for the case of a vertical surface by setting in the 
foregoing equations £ — 00, a = 90 deg, m = 2 and n = 4, 
and for a horizontal surface burning on the top by setting £ — 
00, o = 0, m = 2, and n = 5. The resulting equations and 
boundary conditions agree with those developed for the 
corresponding pure free-convection cases [1, 2, 16, 17]. The 
case of the underneath burning of a horizontal surface, 
although scaled by the same power of the Grashof number 
(Gr1/5), does not have a similarity solution [18] and will not be 
considered here. A local similarity solution [4, 19] of the 
combusting mixed-mode problem is obtained by neglecting 
the partial derivatives with respect to £. 

The solution for the vertical case is approximately valid for 
inclination angles of 30 < a < 150 deg [17], and the solution 
for the horizontal case for a < 10 deg. An approximate 
solution for the intermediate inclinations can be obtained by 
interpolating between both solutions. A more rigorous 
solution is obtained by setting m and n equal to the values 
corresponding to either the vertical or horizontal case and 
solving the equations by a local similarity approach or by 
numerical integration of the partial differential equations. 

The primary variables to be determined from this analysis 
are the velocity and temperature fields and the flame stand­
off distance, the fuel pyrolysis rate, and the unburnt fraction 
of the fuel pyrolyzate. These variables can subsequently be 
used to calculate burning times of the material, flame heights, 
heat release rates, etc. The downstream velocity is readily 
deduced from the transformation definitions, equations (3) 
and (4), yielding 

u = (Rex" +Grx">y/nr„f'/x (9) 

The local pyrolysis rate is obtained by applying energy 
conservation at the gas-solid interface, which results in 

mp(x) = -(Rex" +Grx>")W2"B\C0J' (t;,0)/cpx (10) 

The unburnt fraction of the total fuel pyrolyzate from 0 to £ is 
given by the ratio [1] of the excess pyrolyzate at x: Me = j" V / 7 

pu Yj dy, to the total fuel pyrolysis from 0 to x: Yfl Mp = Yfi 

J0 mp dx. Applying the definitions, we obtain 

M«(S) = _ Vm-n)PT W(?m_n) 

YftMptt) 2(l+B + r) w+er 
Vf(J(l+r)-r)f'dv 

Yftilv+ey^p'^-^j'ufiw v (11) 

The physical flame stand-off distance is obtained by inverting 
the transformation for 17 and integrating from theTuel surface 
to the flame location, giving .,, , 
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Fig. 2 Profiles of the nondimensional streamwise velocity f = uxl 
Ooo (Re" + Gf?) ) ' o r several values of the mixed convection ratio 
f = (Gr?/Re;) 1 / 2 ,with, = (ReJ + Gr?)1,2n(ig (p/Poo)dy)/x: (a) vertical 
surface, m = 2, n = 4; (b) horizontal surface, m = 2, n = 5 

^ ( R e Z + G r / r 1 7 2 " ^ ' ( l + < ? ( ^ -l))dr, (12) 

What is exciting about equations (9-12) is that all the 
physical variables scale with (Rex" + Grx'")1/2". So this 
parameter gives the magnitude of the profiles while their 
characters or shape is dictated by £ = (Grx'"/Rex")]/2, i.e., 
£ — 0 more forcedlike, or £ — °° more freelike, as shown in 
the figures of the next section. 

Results and Discussion 

The set of partial differential equations (6) with their 
respective boundary conditions, equations (7), is solved 
numerically by first replacing the ^-derivatives by a two-point 
backward differences, i.e., d/Vd£ = (fm -/m_i)/A£, to give a 
set of coupled ordinary differential equations at each 
strcamwise station. These are then integrated, using a quasi-
linearization and iteration scheme [20, 21] with a Runge-
Kutta-Gill fourth-order method. To obtain the local similarity 
approximation in the present formulation, the equations with 
all d/<9£ equal to zero are also solved using the above 
quasilinearization scheme. 

The streamwise velocity profiles may be inferred from the 
gradient of the normalized stream function, / ' . Results 
obtained from the numerical and locally similar solutions, are 
presented for the vertical and horizontal cases, respectively, in 
Figs. 2(a) and 2(b) for several values of the mixed-convection 
ratio, £. The corresponding profiles for the nondimensional 
temperature 6 are presented respectively in Figs. 3(a) and 3(b), 
as are two representative profiles of species concentrations. 
Because of the linear relationship between temperature and 
species concentration, and for clarity, only two species 
profiles are presented. The data used in the computation are 
those corresponding to polymethylmethacrylate (PMMA): Q 
= 13.57 kJ/gm of oxidizer, L = 1.59 kJ/gm of fuel, T„ = 
663°K, Yft = \,Mf = 100, v0/vf = 6. The Prandtl number is 
taken as constant with a value of Pr = 0.7. An ambient 
temperature of Tm = 295 K is assumed. All dependence on 
«„ is scaled out via (Re/ + Grx

m)1/n and £. The values of B 
and r correspond to PMMA burning in air. From the 
variation with £ of the / ' and 8 profiles presented in Figs. 2 
and 3, it appears that the present formulation of the problem 
provides a smooth transition from the forced £ — 0, to the 
natural convective limit, £ — oo. 

In interpreting the figures, it should be noted that the 
distance from the leading edge plays a critical role. The 
mixed-convection ratio is the ratio of the buoyant forces to 
theinertial forces £ = (g'"(Tw-Ta,)

m/(Taa
mua," y„2"'-"))w2 

A:(3m-n)/2 j t j s a j s o t n e scaiecj distance from the fuel leading 
edge. Thus every flame with ««, ^ 0 makes a transition from 
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Fig. 3 Profiles of the normalized temperature 8 = (T-T^Tw-T^) 
for several values of the mixed convection ratio f = (Gry/ReJ)1'2 with 
t; = (Re; + Gr?)1 , 2 n (j* (p/Poo)dy)/x: (a) vertical surface, m = 2, n = 4; 
(D) horizontal surface, m = 2, n = 5. Profiles for the mass fraction of 
fuel YF and oxygen Y0 are also presented for the limiting cases of f = 
Oandf - oo. 

inertia control to buoyancy control as one moves down­
stream. The combustion process is forced convection 
dominated near the fuel leading edge, with natural convection 
becoming more important as the distance from the leading 
edge increases. The results obtained in the present analysis can 
also be used to compare the predicted characteristics of the 
burning processes for vertical and horizontal surfaces. In 
comparing the values of the different variables, it should be 
taken into account that the variables are scaled differently by 
the mixed convection ratio according to whether the surface is 
horizontal or vertical. 

Now move to a fixed distance from the fuel leading edge 
and consider the influence of environmental conditions, as 
shown in Figs. 2 and 3. It is seen that for fixed x and u„, an 
increase in buoyancy results in an increase of the gas velocity 
(inertia and buoyant effects are added) and in a decrease of 
the thickness of the boundary layer. The thinning of the 
boundary layer is the result of the increase in flow velocity, 
which counteracts the increase of fuel vapors added to the 
flow due to the increased heat flux at the fuel surface (Figs. 
3(a) and 3(b)). As expected, it is the mixed region, where the 
results obtained from the rigorous integration and locally 
similar solutions show disagreement, particularly for the 
predicted flow velocity. If x and g AT are kept constant, it is 
seen from Figs. 2(a) and 2(b) that as u„ is increased, the 
overall streamwise velocity increases with the relative in­
fluence of buoyancy decreasing, i.e., the velocity profiles 
flatten, the location of the maximum velocity moves outward, 
the thickness of the boundary-layer increases, and the velocity 
profiles move closer to those for pure forced flow. 

Comparison of the free convection (£ > 5) results for 
vertical and horizontal surfaces presented in Figs. 2 and 3 
show that the horizontal surface has, at low Grashof numbers 
(Gr < 103), a boundary layer that is slightly thinner and a 
maximum streamwise velocity that is slightly larger than those 
for the vertical case. However, for Gr > 103 the vertical 
boundary layer is thinner and the vertical streamwise velocity 
becomes larger than those in the horizontal case. The dif­
ference between the respective magnitudes increases as the 
Grashof number increases. For mixed convection, however, 
these differences decrease as the forced convection limit is 
approached. 

The variation with the mixed convection ratio of the 
nondimensional shear stress, /"(£, 0) and heat flux, ,/'(£, 0), 
is shown in Figs. 4(a) and 4(b) for the vertical and horizontal 
cases, respectively. For comparison purposes, the results 
obtained from both the rigorous and local similarity in­
tegrations are presented in the figure. Here again it is seen that 
the present formulation of the problem provides a smooth 
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Fig. 4 Variation with the mixed convection ratio £ = (GrJ/R e J ) 1 ' 2 , 
ofthenondimensionalheatfluxJ'B,=QwcpX/(X00LB(Re; +GrJ' )1 '2 n ) , 
and nondimensional shear stress f^,=TWx2/(pIXJx'00

2(Re J + Gr^)3l2n): 
(a) vertical surface m = 2, n = 4; (b) horizontal surface, m = 2, n = 5. 
The variation with £ of the nondimensional pressure, H, is also 
presented for the case of a horizontal surface. 

transition from one convective limit to the other. The slight 
disagreement observed between the two solutions for large 
values of £ is believed to be due to accumulation of errors in 
the forward-marching integration technique used to solve the 
set of partial differential equations (6). The local similarity 
solution is actually more accurate at the £ — oo limit. The 
numerics can be readily improved. 

The fuel pyrolysis rate is obtained by inputing to equation 
(10) the normalized surface heat flux given in Figs. 4(a) or 
4(b). The good agreement observed between the heat fluxes 
predicted by the rigorous and local similarity solutions, in 
view of the simplification that the local similarity ap­
proximation introduces, suggests the use of this ap­
proximation for practical purposes. The potential for ap­
plying the local similarity approximation toward the solution 
of the problem under study is an important consequence of 
employing the nondimensionalization presented in this work. 
The conventional formulation of using only the Reynolds or 
Grashof numbers for the nondimensionalization of the 
governing equations results in a much less accurate local 
similarity solution [4]. 

The uniform behavior of i ' (£ , 0) in Figs. 4(a) and 4(5) 
suggests a linear interpolation might be adequate to obtain the 
mixed-flow pyrolysis rate. In the forced- and free-flow limits 
J'(0) is simply related to/(0), which is known as a function of 
B and r from empirical fits to existing calculations [1]. Using 
equations (57, 59, 68) and (71) of [1] with equation (10) yields 
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Fig. 5 Variation with the mixed convection ratio i; = (GryVRe!;) , of 
the unburnt fraction of the fuel pyrolyzate Jfte/(y>fMp), and the normal­
ized flame stand of f distance ffi = yft (ReJ + Grjf)1/2n/x: (a) verti­
cal surface, m = 2, n = 4; (b) horizontal surface, m = 2, n = 5 

limit / ' ( 0 ) f r e e h o r i 2 o n l a l « -0 .538 / - - 5B -0.233-0.1 InB 

f - o o 
(13c) 

Equation (13c) has been developed in the present work 
following the procedure indicated in [1]. 

Comparison of the predicted fuel pyrolysis rates for the 
free-convection vertical and horizontal cases shows that at 
low Grashof numbers the pyrolysis rate for the horizontal 
surface is slightly larger than that for the vertical surface. 
However for Gr^ < IO3 the vertical pyrolysis rate is larger 
than the horizontal one. The difference between them in­
creases with the Grashof number. This result is consistent 
with the previously indicated dependence on Gr^ of the 
boundary-layer thickness and consequently of the flame 
stand-off distance (Fig. 5(a) and 5(b)). For the mixed con­
vection, the differences between both cases are reduced as the 
forced limit is approached. 

Figures 5(a) and 5(b) show respectively for the vertical and 
the horizontal surfaces the unburnt fraction of the total 
pyrolyzate, Me(£)/Yf,Mp(%), (equation (11)) and the nor­
malized flame stand-off distance yfl = y/l(Re:(" + 
Gvx

m)U2"/x, (equation (12)), as a function of the mixed-
convection ratio. Since an integration must be performed 
from 0 to £ (equation (11)) to calculate the unburnt fraction of 
the total pyrolyzate, the use of the local similarity ap­
proximation may not be justified here so that only the 
solution obtained from the numerical integration of the full 
equations (6) is presented. It is seen that at fixed B and r the 
flame stand-off distance decreases as the >mixed-convection 
ratio increases because the boundary layer; becomes thinner. 
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The total fuel pyrolyzate, the excess pyrolyzate, and the 
unburnt fraction of the total fuel pyrolyzate all increase as the 
mixed-convection ratio increases. The unburnt fraction of the 
total fuel pyrolyzate increases as the free limit is approached, 
since the peak in the streamwise velocity profile has not only 
increased, but also has moved into a region of higher fuel 
mass fraction, thus increasing the downstream fuel flux at the 
expense of local consumption. In addition, as £ increases, the 
normal velocity changes sign on the fuel side of the flame, so 
that while convection aids fuel diffusion towards the flame at 
small £ it opposes fuel diffusion at large £. This explains the 
increase indicated in Figs. 5(a) and 5(b) of the unburnt 
fraction of fuel pyrolyzate, in spite of the decrease in the 
flame stand-off distance as £ increases. 

Comparison of the flame stand-off distance for the free-
convection horizontal and vertical cases show a similar 
dependence on the Grashof number as that predicted for the 
thickness of the boundary layer. At low values of Grx, the 
flame is closer to the surface for the horizontal case, while for 
Grv > 103, the flame is closer to the surface for the vertical 
case. The difference between the flame stand-off distances for 
these cases increases as the Grashof number increases. The 
predicted unburnt fractions of the total pyrolyzate are very 
similar for both vertical and horizontal surfaces. This is 
understandable, since it is a fraction of two magnitudes with 
similar dependency on Grx, and consequently it is insensitive 
to the variation of this parameter. 

Concluding Remarks 

The introduction of a mixed-convection parameter (Rex" + 
Grx"')W2n, in the governing equations describing the mixed, 
free, and forced convective combustion of a fuel surface 
provides solutions that are uniformly valid over the entire 
range of mixed-flow intensities. The formulation of the 
nondimensional equations is such that the forced- and free­
flow equations, for a vertical (m = 2, n = 4) or a horizontal 
(m = 2, n = 5) surface, are respectively recovered for values 
of the mixed-convection ratio, £ — 0 and £ — oo. It is 
claimed, that for mixed-convection problems, the physical 
variables are best expressed in terms of these two non-
dimensional variables, (Rex" + Grx'")l/2" and £ = 
(Gr/VRe/)172 , rather than the standard Re* and Grx. This 
solution of the problem provides a smooth transition from 
one convective lilmit to the other. Note that (Re/1 + 
Grx'")W2" plays the role of a scale factor governing the ap­
propriate magnitude of the physical variables, while £ in­
dicates whether the character of the variable profiles is more 
nearly forced or free. 

From comparison of the results obtained from the rigorous 
integration solution and the local similarity approximation, it 
has been shown that under the present formulation of the 
problem, the locally similar solution provides reasonable 
results, thus suggesting its utility for practical applications 
where approximate results suffice. The better agreement 
obtained under the present formulation between the locally 
similar and rigorous integration solutions in comparison with 
other more conventional approaches to the problem is due 
primarily to the introduction of the foregoing mixed-
convection parameter in the nondimensionalization. In the 
future, the fate of the converging streamline, which exists in 
the free limit but not in the forced limit, should be explored 
along with the normal velocity profiles, over the full range of 
£. Local radiation effects on mixed flow could be addressed. 
Also, it would be of interest to examine the problem of the 

spread of flames over a condensed fuel surface under the 
combined influence of forced and free convection. 
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Calculated Interaction of Sprays 
With large-Scale Buoyant Flows 
Turbulent, recirculating gas flows resulting from interactions of water droplet 
sprays with large-scale buoyancy sources are difficult to predict without the use of 
numerical techniques, especially when spray-induced gas motion is considered. One 
such flow occurs when a negatively buoyant methane cloud, generated during LNG 
spills in a wind, is dispersed by a line water spray. Numerical predictions of the ratio 
of average methane vapor concentration downwind of the line spray to the upwind 
value correlate as a function of the ratio of methane momentum in the vapor cloud 
to water momentum in the spray. Warming of the cloud, which occurs when small 
drops in the spray freeze, leads to the production of positive cloud buoyancy and 
the possibility of cloud lift off from the ground. Numerical calculations have also 
been used to predict how a near-ceiling, downward-directed spray interacts with an 
opposed, buoyant jet issuing from floor level. Recirculating gas motion induced by 
droplet trajectories is again an important part of the problem. This opposed spray-
plume arrangement, which is important in the process of fire suppression by 
automatic sprinklers, allows the effectiveness of spray cooling of the near-ceiling 
environment to be determined as a function of droplet injection characteristics. 
Because of the excessive amounts of computer time required for the solution of both 
turbulent, buoyant flow problems, it is concluded that much more efficient 
numerical techniques are needed. 

1 Introduction 

Recirculating, turbulent gas flow patterns resulting from 
interactions of water droplet sprays with large-scale buoyancy 
sources are difficult to predict without the use of numerical 
techniques. Such flows occur in the process of fire sup­
pression by automatic sprinklers and in the dispersal of 
methane clouds generated during accidental liquefied natural 
gas (LNG) spills. The interaction of a droplet spray with a 
methane cloud is discussed in the first part of this paper. 
Cloud dispersal is an important problem because the negative 
buoyancy of the cold methane results in the spread of a 
combustible gas mixture for a considerable distance from the 
spill at windspeeds below 2 to 4 m/s. Higher windspeeds 
produce a less severe problem, due to natural atmospheric 
dispersal. Line water spray barriers positioned around sites of 
potential spills (e.g., LNG storage tanks) are capable of 
diluting the methane vapor with ambient air. 

In the second part of the paper, the same numerical 
techniques applied to the methane dispersal problem are used 
to predict how a near-ceiling, downward-directed droplet 
spray interacts with an opposed, buoyant jet issuing upward 
from floor level. By changing the jet inflow velocity and 
temperature, conditions in the thermal plume above a fire can 
be simulated. Characteristics of ceiling-mounted sprinklers 
typically used for fire suppression are also simulated by 
adjustment of spray droplet size and initial trajectory angle 
distributions. The opposed spray-plume arrangement yields 
an axisymmetric flow which can be readily reproduced in a 
future laboratory experiment to check calculated results. 

For both spray interaction problems, the computational 
mesh used to calculate the gas flow field contains from 16 to 
22 nodal points in each of the two coordinate directions. Mesh 
spacing is variable to allow for greatest resolution near the 
spray origin and near the boundaries of the computational 
region. However, such improved resolution does not 
guarantee adequate solution accuracy. Recent work by Beier 
et al. [22] does suggest that at least two finite computational 
domains must exist in all flow regions containing significant 
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fluid property gradients if at least 10 percent accuracy is to be 
achieved with the commonly used hybrid differencing [2] 
scheme. Although this condition is generally satisfied in the 
work described here, the resultant need for large variations in 
mesh spacing leads to a significant degradation of solution 
accuracy. 

2 Wind-Vapor-Spray Interaction Calculations 

Numerical solution techniques can be particularly valuable 
for finding those spray characteristics and spray orientations 
which are most effective for the dilution of a wind-driven 
methane cloud. Only one spray orientation (downward 
facing) is considered here but other orientations have been 
studied. In certain cases, especially with an upward-facing line 
spray near ground level, the presence of numerical instability 
makes the attainment of a solution rather costly in terms of 
computer time. Development of more efficient numerical 
algorithms would therefore be desirable for carrying out a 
complete line-spray optimization process. 

The interaction of a line spray with a wind-driven vapor 
cloud is formulated as a steady-state planar, two-dimensional 
problem. Calculations are performed numerically in order to 
obtain quantitative estimates of wind effects, spray effects, 
and vapor cloud size effects on the diluted state of the cloud 
leaving the interaction region. This partially diluted cloud 
state is used as an input for three-dimensional, downwind 
atmospheric dispersion calculations described elsewhere [I]. 

2.1 Description of Calculation Technique. Gas motion 
due to wind and spray effects is solved by an iterative method 
similar to that of the TEACH-T computer code [2] for tur­
bulent, recirculating, two-dimensional flow fields. This code 
incorporates a hybrid differencing scheme for the evaluation 
of convection terms in the conservation equations. A two-
equation (k-e) turbulence model is used to compute a value for 
the turbulent viscosity, which is added to the laminar viscosity 
to give an effective exchange coefficient for the conservation 
equations. Further details of the gas flow formulation, in­
cluding gas conservation equations, the) turbulence model 
modified for buoyancy and convergence tests can be found in 
[4] as well as in [23]. The droplet spray is coupled to this gas 
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phase calculation by means of the Particle-Source-In-Cell 
(PSI-Cell) technique [3], whereby droplet evaporation, drag, 
and cooling act as sources of mass, momentum, and energy, 
respectively, for each grid cell of the gas calculations. 
Changes in droplet diameter, velocity, and enthalpy, which 
yield the source terms, are evaluated by use of the Reynolds 
number (based on the gas-droplet relative . velocity) 
correlations for Sherwood number, drag coefficient, and 
Nusselt number, respectively, given in [3]. 

2.1.1 Boundary Conditions. Several different flow 
situations can be accommodated by the current numerical 
code. Two examples for the case of planar gas flow and 
planar droplet trajectories are: (0 a linear water curtain in 
quiescent air and (//) a linear water curtain in wind-driven 
LNG vapor, which is the domain illustrated in Fig. 1. In both 
cases, the lower computational boundary or ground is 
adiabatic. A "law-of-the-wall" friction treatment is used to 
determine gas velocity and turbulence quantities adjacent to 
this boundary. When water droplets reach the ground plane, 
the droplet trajectory calculation is terminated. 

To simplify the formulation and speed convergence of the 
iterative gas-droplet calculation scheme, an impervious, 
frictionless surface is taken as the upper boundary of the 
computational region in all cases. It has been found that the 
presence of this surface does not seem to affect results when 
the boundary height above the ground is more than three 
times the height above the ground of the downward directed 
spray curtain. 

At the right, or downwind, vertical boundary (see Fig. 1), a 
zero gradient boundary condition is imposed for outflowing 
gases. Any air drawn into the computational region across 
this downwind boundary is assumed to be free of both tur­
bulence and vorticity, with temperature and concentration 
levels equal to the undisturbed, ambient values. There are no 
qualitative changes in calculated results when the distance 
between the upwind and downwind boundaries is increased 
from 1.67 to 3.33 times the ground-level spray width in the 
flow plane. 

The left, or upwind, vertical boundary is normally the 
entrance to the computational region for the wind and vapor. 
In this configuration, all flow properties are permanently 
fixed at prescribed values throughout the computation. Gas 
velocity parallel to the ground, gas temperature, gas con­
centration, and turbulence levels may be independently 
selected in the vapor cloud layer adjacent to the ground and in 
the air moving above the cloud. 

When a line spray in quiescent (windless) air. is to be 
simulated, the inflow left-hand boundary is switched to a 
symmetry plane, across which there is zero air flow. Gradients 
of gas temperature, concentration, turbulence quantities and 
the gradient of the gas velocity component normal to the 
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Fig. 1 Schematic of the calculation domain for wind-spray-vapor 
interaction 

ground are all set equal to zero across this boundary for the 
quiescent air condition. 

2.1.2 Inertial Relaxation of Body Force. The presence of 
gas-phase buoyancy forces comparable in strength to forces 
induced by the wind or by the spray has been found to cause 
numerical instability in certain cases, due to the coupling 
between the energy and vertical-direction momentum 
equations through the gas density. This instability, which is 
evident at windspeeds below 2 m/s for the methane dispersion 
problem, has been overcome in the present study by im­
plementation of an inertial relaxation scheme described by 
Ideriah[5], 

The relaxation scheme involves the insertion of a fictitious 
inertia force, which opposes the local buoyancy force by a 
term proportional both to the local density defect and to the 
change in vertical gas velocity between successive numerical 
iterations. When the gas-phase numerical iteration procedure 
has converged to a solution satisfying the conservation 
equations, changes in gas velocity from one iteration to the 
next will be negligible, and consequently, the opposing inertia 
force vanishes. Large changes in vertical gas velocity between 
successive iterations caused by changes in local buoyancy 
forces will be damped by this relaxation technique. Such 
numerical instability is most common at the beginning of the 
iteration process, when the gas phase calculations are far fom 
convergence. 

2.2 Comparison of Calculated, Spray-Induced Flows With 
Experimental Data 

Extensive calculations have been made previously [4] for 
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the case of a downward-facing, single-spray nozzle in an 
initially quiescent environment with ceiling and floor 
boundaries. The predicted axisymmetric flow induced by such 
a spray consists of air being drawn in radially and then 
directed downward toward the floor within the spray en­
velope. Calculations are in good agreement with 
measurements made by Heskestad et al. [6] for a range of 
nozzle pressures from 138-621 kPa (20-90) psi). 

Measurements of air entrainment into a 5.3-m long, double 
water curtain under initially quiescent conditions have also 
been obtained by Heskestad et al. [7], This water curtain is 
comprised of two staggered rows, one with four and the other 
with five downward facing Rockwood T-4-18 nozzles. The 
entrainment ratio (m3 air/L water) within the sprays at a 
single location 4.12 m from the nozzles and 9 m below the 
ceiling is experimentally determined to be about 8.2 m3/l. 
Calculated entrainment ratios for line sprays simulating such 
a double curtain (with both 16 x 16 and 22 x 22 com­
putational grids) are found to increase to a peak value, 3 m 
from the spray origin, that is 30 percent less than the 
measured value. A possible explanation for the discrepancy 
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Fig. 4 Distribution of methane mass fraction calculated with a 22 x 
22 grid for a 3.0-m-high spray 

may be the smaller lateral spray surface area available for 
entrainment with an idealized line spray compared to the 
actual three-dimensional spray curtain. 

2.3 Physical Parameters. To analyze theoretically the 
effectiveness of a water curtain in the dispersal of LNG vapor, 
a hypothetical diked LNG spill is assumed [1], as illustrated in 
Fig. 1. Methane vapor will overflow the dike wall at rates per 
unit length of dike ranging up to about 3.45 kg/s»m for a 90 
m x 90 m spill on an earth floor [9J. It is also assumed that 
the methane layer approaches the line spray mixed (due to 
dike overflow) with whatever quantity of ambient air is 
necessary to produce a specified layer thickness, hL, vapor 
overflow rate, m'v and layer motion matched to the wind-
speed. For instance, an assumed 1-m-thick methane layer 
moving at a 2 m/s windspeed will yield a 3.45 kg/s«m'vapor 
overflow rate with an initial (or inlet) methane concentration 
close to 100 percent. However, higher windspeeds with the 
same layer thickness would only be consistent with partial 
dilution of the methane with warm, ambient air during dike 
overflow. 

A simplified analysis of a two-dimensional adiabatic 
mixing process which would produce this required layer 
dilution is given in [21]. The analysis yields expressions for the 
temperature and the mass fraction of methane in the warmed 
and diluted incoming layer. 

The water spray barrier is simulated in the calculations of 
vapor cloud dispersal by a line spray with droplet injection 
characteristics similar to those expected for real spray nozzles 
having a 40-mm-dia orifice. Obviously, flow details near such 
nozzles are not being calculated accurately. Droplets 
(assumed to be isothermal) are injected from the line source 
up to a maximum angle of 69 deg (1.2 rad) from the vertical 
along six uniformly distributed trajectories such that the 
water mass flow per unit angle of initial spray envelope is 
constant. A Rosin-Rammler [10] distribution of five discrete 
droplet sizes, each having 20 percent of total water mass flow, 
is used to represent a polydisperse water spray. Because of the 
low vapor cloud temperatures, freezing of spray droplets is 
monitored during the calculations so that heat released by ice 
formation can be taken into account in the gas phase energy 
equation. 

2.4 Results: Methane Cloud Dispersal. 

2.4.1 Calculated Flow Field. Figures >2, 3, and 4 show 
calculated streamlines, isotherms, and isopleths, respectively, 
for the set of boundary conditions listed in Table 1. The 
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Fig. 6 Correlation of calculated methane mass fractions with ratio of 
methane inflow momentum to water injection momentum 

computational cell size used consists of 22 x 22 grid nodes in 
a 15 m x 10 m domain. Figure 2 indicates that the methane 
layer is deflected upward on the upwind side of the spray and 
then redirected downward and diluted with entrained air on 
the downwind side of the spray. This upward layer deflection 
appears to be mainly due to the upwind force created by 
impingement on the ground of the spray-induced downward 
air flow. Streamline deflection is reduced considerably when 

the windspeed is increased from 2 to 4 m/s. At the higher 
windspeed, streamlines 0.5 m above the ground are virtually 
undisturbed by the water spray. More pronounced effects 
occur at lower windspeeds or for line sprays much closer to 
the ground. Figure 5 gives the gas streamlines calculated for 
the same windspeed of 2 m/s but a spray nozzle height of only 
1 m. In this case, the upwind force created by spray im­
pingement leads to an upwind ground jet, which recirculates 
the flow and strongly deflects ground level streamlines. A very 
similar streamline pattern results when windspeed is reduced 
to 1 m/s, but nozzle height is the usual 3 m value. 

Warming of the layer as the result of the spray interaction is 
evident in Fig. 3, where it can be seen that the inflowing layer 
temperature of 112 K (-258"F) is increased to an average 
level of about 236 K ( - 35 °F) in the lowest 1 m of outflowing 
gas. This same outflow layer is shown in Fig. 4 to contain an 
average methane mass fraction of 55 percent (69 percent by 
volume) due to spray dilution of the inflowing, 1-m-high layer 
of pure methane. 

2.4.2 Predicted Effects of Windspeed, Vapor Flow Rate, 
and Spray Characteristics. Calculations have been per­
formed with the 22 x 22 mesh to predict the effectiveness of 
spray dispersal for a range of methane vapor overflow rates. 
Results of these calculations are well-correlated in Fig. 6 by 
plotting the ratio of outflow methane mass fraction (averaged 
over the initial layer depth) to the inflow mass fraction versus 
the ratio of methane inflow momentum to the water 
momentum in the spray nozzle. The predicted dilution by the 
wind alone of a 1-m-thick pure methane layer moving at 2 m/s 
without a spray is also shown in the figure. It is clear from the 
figure that as the momentum ratio is decreased below about 
0.1, the line spray becomes much more effective than the wind 
alone in diluting the methane layer. The mass fraction of 
methane in the ground level outflow is reduced to 20 percent 
of the inflow value, due to spray dilution, for a momentum 
ratio of about 0.02. 

The correlation of calculated results should be very useful 
for the prediction of spray effectiveness, since in Fig. 6, 
variations in windspeed, layer thickness, initial (or inflow) 
layer dilution, water mass flow rate, m'N, and water injection 
velocity, VN are incorporated. Results from a wind tunnel 
modeling study [19] of spray dispersion generally seem to 
confirm this correlation. It is not expected that the mass 
fraction ratio will depend only on the methane to nozzle 
momentum ratio when the inflowing layer is highly dilute and 
very thick due to mixing upstream of the spray barrier. 
However, such a dependence is found to be valid for initial 
CH4 mass fractions down to 68 percent at a windspeed of 2 
m/s and down to 38 percent at a windspeed of 4 m/s (see 
symbols in Fig. 6). 

2.4.3 Increase In Vapor Cloud Buoyancy Due To Spray 
Heating. The warming of the methane during the spray 
interaction, which is evident in the isotherm plot of Fig. 3, 
results in an increase in vapor cloud buoyancy. In most cases, 
the cold, inflowing methane layer is heavier than air, even if 
partial dilution with ambient air is assumed during dike 
overflow. The methane layer outflow, however, after dilution 
and heating by the line spray, generally contains sufficient 
warmed methane to be lighter than air. This increase in layer 
buoyancy becomes most pronounced at values of methane to 
nozzle momentum ratio of about 0.04 to 0.12. Calculated 
values of the outflow excess gas density (p—p0 averaged over 
the initial layer thickness) are found to be correlated by this 
momentum ratio when the mass median drop size is the 
assumed 1.1-mm value. Excess density ratios are predicted to 
be greater than zero (gas heavier than air) only for methane 
boil-off rates well above those of very large (90 m x ,90 m) 
LNG spills [1] if a realistic spray is assumed v , 

Journal of Heat Transfer MAY 1984, Vol. 106/313 

Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 Practical parameters for calculation of methane 
dispersion 
Methane vapor overflow rate 
Initial methane layer thickness 
Initial methane mass fraction 
Initial methane layer and windspeed 
Line spray height 
Water flow rate to spray 
Water injection velocity 
Maximum drop trajectory angle 
Drop diameters 

Initial drop temperature 

= 3.45 kg/s»m 
= lm 
= 1.0 
= 2m/s 
= 3 m 
= 3.05kg/s-m 
= 36 m/s 
= 69 deg (1.2 rad) from vertical 
= 0.43,0.79, 1.1 (mass median), 

1.45,2.0 mm 
= 286K 

Results for a mass median drop size, dm, of 0.85 mm, 
instead of 1.1 mm, show a sharply increased outflow 
buoyancy, with an excess density, p — p0, about 40 percent less 
than the correlated result for the standard drop size. Dilution 
of the methane layer in this particular case is virtually 
unaffected by the drop size reduction, as shown in Fig. 6 at a 
momentum ratio of about 0.06. There are several reasons for 
the insensitivity of layer dilution to a change in drop size. It is 
known [4, 6] that, for fixed nozzle geometry, effects of drop 
size on air entrainment rates are modest when the gravity 
force is a significant factor. Furthermore, induced air 
velocities within the spray at the momentum ratio of 0.06 are 
apparently not sufficient to really disperse the heavy methane 
layer, so changes in drop size are not going to change the 
success of this dispersal process significantly. However, heat 
transfer rates will be quite sensitive to the increased surface 
area to volume ratio of the smaller drops. 

Heat transfer rates from the water droplets to the cold 
methane layer are enhanced by the predicted partial freezing 
of water droplets having a diameter of less than about 0.8 mm 
and complete freezing of the smallest droplets (diameter less 
than 0.4 mm) in the outer spray trajectories. The same Nusselt 
number correlation (square root of Reynolds number 
dependence) is used to compute heat transfer from both the 
isothermal liquid and the partially or completely frozen 
droplet. Calculations in which droplet heat transfer is "turned 
off" for the conditions of Table 1 reveal that both the cooling 
of the water droplets from an initial 286 K (55 °F) down to 273 
K (32 °F) and the subsequent freezing of the smallest droplets 
is responsible for warming of the gas outflow from a heavier-
than-air to a lighter-than-air condition. Without such droplet 
energy interactions, average outflow excess gas density is 
slightly positive (heavier than air), whereas the corresponding 
value is -0.105 p0 (lighter than air) with normal droplet heat 
transfer. 

It is unlikely that dilution of the methane cloud down to a 
mass fraction of 2.8 percent (the lower flammability limit) 
will occur immediately downwind of a downward directed 
spray, although no attempt has been made to find an op­
timum set of spray characteristics. However, for the 1 to 4 
m/s range of windspeeds, the flow 7 to 15 m downwind of the 
spray will have been warmed sufficiently to be lighter than 
air. Additional calculations by Zalosh et al. [1] show that this 
spray-warmed vapor cloud is likely to lift off the ground and 
rise as a buoyant plume for windspeeds below 4 m/s. Spray 
warming can thus reduce the ground level vapor cloud area at 
low windspeeds while natural atmospheric dispersion is more 
effective at higher windspeeds [1]. 

3 Plume-Spray Interaction 

The axisymmetric flow induced by the impingement of a 
buoyant plume on a ceiling has been studied previously [11, 
12, 13] in some detail, because such a flow is associated with 
hazardous fires in buildings. Plume impingement results in 
the development of a ceiling-jet of hot gas flowing radially 
outward from the plume axis. Automatic, fire-suppression 

sprinklers actuated by the ceiling-jet initiate a droplet spray 
which must cool the hot gas flow while providing a flux of 
liquid to the burning fuel. A classic problem in fire science is 
the prediction of sprinkler actuation patterns for given fuel 
geometries or even for fires of known intensity. Although the 
complete, three-dimensional problem is far too complex at 
present, a simpler, axisymmetric problem will be considered 
here to illustrate how the plume-induced flow is cooled by the 
spray. It will also be possible to investigate plume-induced 
modifications in droplet trajectories and floor-level water flux 
with this same axisymmetric flow. 

3.1 Calculation Technique. A downward-facing spray is 
assumed to be located on the axis of a rising buoyant plume. 
The axisymmetric flow induced by this opposed plume-spray 
system is solved by the same iterative, numerical method used 
for the methane dispersion problem. Boundary conditions are 
identical to those applied to the quiescent air condition, 
previously discussed, except for the presence of a plume 
source at floor level on the symmetry axis (which replaces the 
symmetry plane of the previous problem). The plume source 
consists of a prescribed vertical inflow of hot gas over a 
limited floor radius. Froude numbers, based on this radius, 
are sufficiently small that a buoyancy dominated plume flow 
is developed close to the source. 

3.2 Plume Calculations. Calculations are performed first 
with a plume source alone, without a spray, in order to verify 
the accuracy of the numerical technique for a buoyancy 
dominated flow. These calculations are similar to those 
described by Ideriah [14], who was able to reproduce with fair 
accuracy the measurements of mean and turbulent plume 
quantities obtained by George et al. [15] and Nakagome [16]. 
An upward air velocity of 4 m/s at 1000 K is fixed for a radial 
distance of 0.35 m from the symmetry axis as a test case in the 
present study. Such jet inlet conditions correspond to an inlet 
Froude number (= V0

2/g (AT/Ta) ba) of 1.84, compared to 
a value of 1.6 used in the experiments of George et al. 

In Fig. 7, values of centerline, upward plume velocity, Vp, 
and plume radius, b, (at which velocity falls to Vp/e) obtained 
with a 22 x 22 point mesh are shown. Results are very similar 
(within 10 percent) for the 16 x 16 point mesh. It can be seen 
that plume velocity accelerates to a peak value about 1 m 
above the floor and then decays as the expected - 1/3 power 
of height, z, until the presence of the 10-m-high ceiling causes 
a more rapid decay. In the asymptotic plume region of z~1/3 

decay, the absolute magnitude of Vp is about 16 percent 
greater than that expected from the experimental correlations 
of George etal. [16] and Delichatsios [17]. 

A comparison of calculated excess centerline plume tem­
perature with these same correlations again shows good 
agreement with the expected z ~5/3 decay about 1 m from the 
plume source. However, the absolute magnitude of the 
calculated excess temperature is about 50 percent higher than 
expected [17], probably due to poor turbulence modeling and 
the errors associated with a highly variable mesh spacing (at 
midheight on the plume axis, Ax = 0.5 m and Ay = 0.1 m). 
From 1 to 9 m above the floor, the calculations yield the 
following centerline temperature behavior: 

AT'/,/7
,
oo = 1.19xl0-3[mV3/W2/3](2pM(z+1.3)-V3 

It is shown in Fig. 7 that the characteristic plume radius 
based on upward velocity is predicted to increase proportional 
to height z. The proportionality constant of 0.12 implies an 
entrainment constant for Gaussian profiles of 0.1, which is 
within 10 percent of values previously measured [18]. 
Calculations of plume radius based on excess temperature 
yield lower values than those baseoSon velocity, with the 
characteristic temperature radius being )about 10 percent of 
plume height. This result is also consistent with the 
measurements of George etal. [15]. -
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3.3 Opposed Spray With Plume. A series of calculations 
have been performed for several different droplet sprays at 
the ceiling, on the plume axis. Spray calculations involve only 
mono-sized droplets injected downward along a discrete 
number of initial trajectory angles. Results are found to be 
relatively insensitive to variations in the number of initial 
trajectory angles from 8 (the standard case) up to 30. Poly-
disperse sprays were not investigated in this portion of the 
study. 

3.3.1 Streamlines: Sprinkler Spray. To simulate the spray 
from a fire suppression sprinkler, droplet trajectories 
originate from a point source at the ceiling with uniformly 
distributed initial trajectory angles up to a maximum of 90 
deg from the vertical. Details of the spray near the nozzle are 
obviously not simulated accurately. The liquid mass flow rate 
injected along each trajectory is adjusted to give a uniform 
mass flow per steradian in the spray envelope. As discussed in 
detail in [4], all droplets are injected at a single velocity 
determined by the characteristics of the spray device being 
simulated. A measurement [19] of the initial axial momentum 
of the spray from an automatic sprinkler with a 12.7-mm-dia 
orifice has been used to determine that this injection velocity 
should be about 12.4 m/s when the nozzle pressure drop is 207 
kPa (corresponding to a water flow rate of 1.94 kg/s). 

With the simulated sprinkler spray at the ceiling boundary 
and the plume source of the preceding test case (Fig. 7) at the 
floor boundary, a numerical solution is obtained for the 
resultant flow field. Induced air streamlines and droplet 
trajectories calculated with a 16 x 16 node mesh are shown in 
Fig. 8. Several interesting features of the spray-plume in­
teraction can be observed in this figure. The ceiling-jet region 
formed by plume impingement, as well as the upward air flow 
in the plume itself, still exists in spite of the downward thrust 
of the droplet spray. However, the spray causes a widening of 

the plume upward velocity profile as well as a strong, 
downward deflection of air being entrained into both the 
plume and the spray from the ambient. This downward 
deflection by the spray leads to the formation of a radially 
outward floor-jet, thereby preventing inflow into the lower 
half of the computational region from ever reaching the 
plume. 

Another feature of interest is the behavior of droplets only 
on the innermost trajectory of the spray. The downward 
motion of such droplets is completely stopped by the upward 
plume thrust within 2 m of the floor, as shown by the last 
trajectory symbol in Fig. 8. Thereafter, the 1-mm-dia droplet 
is carried up with the plume for several meters until the 
droplet begins falling again. This process can continue for 
many cycles due to the defined value of zero radial-direction 
gas velocity in the finite difference cell on the symmetry axis. 
More recent results have shown that use of gas velocities 
linearly interpolated between values at nodal points for the 
droplet calculations avoids such cyclic motion. For the 
solutions presented here, the droplet trajectory calculation is 
terminated once the initial downward motion stops in order to 
eliminate minor numerical instability caused by the complex 
droplet trajectory. 

3.3.2 Spray Cooling. The effectiveness of a ceiling spray 
in cooling the test case plume has been studied by varying the 
spray thrust through changes in water flow rate and injection 
velocity. For this purpose, a narrower spray is used with eight 
initial trajectory angles uniformly distributed up to a 
maximum of 57 deg (1 radian) from the vertical symmetry 
axis. A truer simulation of a continuous spray is possible 
when this limited number of droplet trajectories is con­
centrated into the narrower spray envelope.5 Resultant gas 
flow streamlines are qualitatively very similar to those in Fig. 
8 . . , • 

Results obtained with the 16 x 16 point jjiesh are illustrated 
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Fig. 9 Calculated effect of a spray on the maximum ceiling-jet tem­
perature and velocity 

calculations, should prove to be useful for the optimization of 
water spray protection. 

The numerical techniques used for the preceding spray 
interaction problems allow a description of spray-induced 
flow fields to be obtained, but at a considerable cost in 
computer time. For instance, about 120 to 150 iterations of 
the gas-phase equations are required to obtain a converged 
solution to the methane dispersion problem, even with a 
relatively coarse computational grid of 22 nodes in each of the 
two dimensions. This number of iterations translates into a 
central processor unit (CPU) time of 10 to 20 min on the IBM 
370/158. Quantitative accuracy for such problems with large-
scale flow domains probably demands the use of at least twice 
as many grid nodes, with a consequent order of magnitude 
increase in CPU time. 

Much more efficient gas-phase algorithms are clearly 
needed to make accurate numerical solutions of buoyant 
turbulent flows in large-scale domains practical. Excessive 
CPU time is not the only manifestation of the need for such 
algorithms. Problems encountered with numerical stability in 
the solution of certain spray-plume and upward spray-
methane layer interactions and the errors in predicting cen-
terline plume temperatures and velocities also demonstrate the 
need for improvement. The TEACH-T computer program, 
used here for the gas-phase calculations, is capable of han­
dling a wide range of physical flow situations, as demon­
strated in the present work. Only a portion of the program 
handles the recirculating gas flow solution and it is in this area 
where improved algorithms can result in more accurate, stable 
calculations with sharply reduced CPU times. An effort to 
develope such algorithms is now in progress at Factory 
Mutual Research [22], the National Bureau of Standards [20], 
and at other institutions. 

in Fig. 9, where all quantities are compared to characteristic 
values in the undisturbed, test-case plume discussed in 
previous sections. Variations are made in nozzle liquid 
momentum (essentially, the downward thrust of the spray) 
from 0.2 to 1.4 times the maximum upward momentum of the 
undisturbed plume. Over this range of momentum ratios, the 
total thermal energy flow absorbed by the spray, Qs, increases 
from 4 to 34 percent of the total undisturbed plume energy 
flow. The peak gas velocity and excess gas temperature in the 
ceiling jet are also shown in Fig. 9 to be decreasing sharply in 
the plotted range of momentum ratios to 37 and 50 percent, 
respectively, of the corresponding undisturbed quantities. 

All of these trends seem to continue for the 1-mm drop size 
when the momentum ratio is increased to 2.24 by increasing 
VN to 25.6 m/s. In this case, complete solution convergence is References 
not attained due to the presence of numerical instabilities, 
perhaps because the stronger spray begins a transition from a 
plume-dominated flow regime to one dominated by the spray-
induced flow field. Significant changes from the general 
trends in ceiling jet velocity and excess temperature are seen to 
be caused by variations in droplet diameter from the 1-mm 
value. Information such as that provided by Fig. 9 should be 
very useful for the optimization of spray designs. 
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4 Conclusions 

Two problems involving interactions of droplet sprays with 
buoyant flows have been solved numerically. Calculated 
properties of the interaction flow field in many cases appear 
to depend on a ratio of droplet spray momentum to that 
induced by the buoyancy source. It is expected that improved 
correlations of this type, developed from more extensive 
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Asymptotically Large Area Fires 
The fluid dynamics of large area fires is considered. The modeling of such fires 
using asymptotic plume theories, rotating plume theories, and hydrocode 
simulations is briefly reviewed, and a new model describing the strongly buoyant 
flow of the burning region and its transition to a weakly buoyant, free-convection 
column is presented. The new model simulates combustion processes by a volume 
heat addition, and allows large changes in density and temperature. Jump con­
ditions applicable at the fire periphery are used to effect model problem closure, 
thus permitting calculation of the induced fire winds independent of a far-field 
analysis. Sample results show the turning and decay of a high-velocity inflow to 
form a nearly vertical flow, and illustrate how the generation of high-velocity fire 
winds is affected by the dimensions of the burning region, heat release, and the 
production of buoyancy and pressure gradients. 

Introduction 

Many area fires that destroyed large sections of cities have 
been documented. Such fires are characterized by large-
aspect-ratio (radius/flame height) burning regions. For 
asymptotically large fires, the fuel bed dimension, column 
diameter, and scale height of the atmosphere may be of 
similar order. In addition to a source region characterized by 
a strongly buoyant flow and a large convection column, a 
high-velocity lower inflow layer, an upper outflow layer, and 
a far field can be distinguished. 

The characteristics of the free-convection column are 
determined by the flow in the burning region. The heat release 
generates large temperature and density gradients (buoyancy) 
and corresponding radial and vertical pressure gradients. 
Those pressures govern the inflow of ambient air into the fire 
as well as the turning and transition of the flow to form a free-
convection column. The pressure gradients are modified with 
altitude by the rapid decay of the column gas temperatures 
and densities to ambient values. That relaxation occurs within 
several flame heights of the burning region and is aided by 
radiation and turbulent mixing. The velocity and temperature 
profiles established at the convection column base thus 
depend strongly on the fire-generated buoyancy field. 

For small free-burning fires (aspect ratio of order one), the 
fire-region inflow can be partially provided by viscous en-
trainment of ambient air. The presence of low-momentum, 
low-energy air at the fire-column edge encourages the 
development of narrow regions of high-velocity flow (thin 
plumes). For large area fires, entrainment of ambient air at 
the periphery contributes a much smaller fraction to the mass 
balance, and the flow is more directly governed by the 
buoyancy-induced pressures. 

Asymptotic Theories 

Classical plume theories [1,2] assume a balance of forces 
that neglects dynamic pressure effects, equating buoyancy 
and turbulent diffusion with a sustained vertical flow. En­
trainment of ambient air into the plume is taken as propor­
tional to the centerline velocity, and profiles of velocity and 
density difference are similar at all heights. Radial velocities 
are of lower order than axial velocities. Thus the radial 
momentum equation appears only indirectly through the use 
of an empirical entrainment law. For order-one-aspect-ratio 
fires, radial and vertical velocities in the burning region are of 
similar magnitude. For large-aspect-ratio fires, mean radial 
velocities are of greater magnitude than mean vertical 
velocities. In either case, analysis of the flow near the burning 
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region requires solution of a more complete momentum 
balance. 

Asymptotic plume theories [3-12] best describe the weakly 
buoyant motion above a relatively small, free-burning fire. 
For large area fires that generate a convection column 
characterized by comparable radial and axial dimensions, a 
new description of the buoyant motion is required. 

Swirling Flows 

A noted feature of large area fires is the high-velocity influx 
that occurs at the fire boundary [13, 14] - estimated as high as 
90 m/s [15], However, measurements have not been made to 
either support those estimates or define the functional 
dependence of the induced inflows on fire size, heat release, 
and the characteristics of the atmosphere (moisture 
distribution, lapse rate, ambient winds). 

For large area fires, entrainment of mass at the fire 
periphery cannot account for the high inflow velocities. 
Radial pressure gradients generated by the buoyancy field or 
imposed on the burning region by a large, swirling column 
[16] could reasonably produce inflow velocities of the 
magnitude observed. Whether a large fire will always generate 
a swirling column remains doubtful [17]. Documentation of 
catastrophic fires [18, 19] has not been precise enough to be 
conclusive. Controlled large-scale experiments have only 
infrequently exhibited a central rotating structure [20-22] and 
analysis has shown that such flows will rarely occur [23]. 

The creation of a swirling column depends on the con­
centration of ambient vorticity by the buoyancy-induced 
radial pressure gradient [17, 20, 23]. Sources of ambient 
vorticity include the earth's rotation (generally negligible for 
the scales considered) and wind shear produced by horizontal 
gradients in density and velocity. 

The rotation of a rising buoyant column effectively reduces 
the radial entrainment of ambient air into the plume and thus 
the level of turbulent mixing [25-27]. A slower decay of the 
buoyancy with altitude results. The greater plume height 
implies a more persistent pressure and density difference and 
a correspondingly larger radial pressure gradient at the 
ground plane. Since the boundary layer at the ground reduces 
the rotation to zero, the pressure gradient induces a radially 
directed inflow. The magnitude of the fire winds depends to 
leading order on the pressure gradient. 

Though the theories describing swirling free-convection 
plumes explain the high-velocity radial inflows generated by 
large fires, central swirling plumes have infrequently been 
observed. Numerical solutions of ndnswirlihg flows as well as 
direct analysis of the source region have shown that high-
velocity fire winds may also be generated by pressure 
gradients resulting solely from the production of buoyancy. 
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Numerical Solutions 

Conceptually, the full Navier-Stokes, energy, continuity, 
species, and combustion equations [28] can be solved 
numerically and the flow field defined in an infinite domain. 
For many problems of interest, current models of the burning 
processes, flow chemistry, and turbulent structure do not 
justify such a rigorous modeling. Accordingly, a number of 
simplifying assumptions have been used [29-33]. They include 
an isothermal boundary condition to model the heat release 
by combustion [29-31], the Boussinesq approximation 
[29-32], either a constant eddy diffusivity [29-31, 33] or k-e 
model [32, 33] to describe the turbulent structure, simple 
radiative-loss models [32, 33], and a finite-volume heat source 

[33]. 
With the heat addition modeled by an isothermal condition 

at the ground, the production of buoyancy depends on the 
diffusion of energy from the boundary. Coupled with the 
Boussinesq approximation, use of an isothermal condition 
restricts the solution to weakly buoyant motions similar in 
principle to flows generated by urban heat islands [34, 35]. 
Though the fire-induced flow is represented more accurately 
as the distance from the source increases, the solution should 
describe at least qualitatively the momentum interchanges 
occurring near the fire. 

Current solutions have shown that large inflow velocities 
are generated near the source region and depend on the 
amount of heating. Smith, Morton, and Leslie [30] relate the 
induced fire winds to the dynamic pressure field generated by 
the buoyancy. The pressure gradients are greatest in the 
neighborhood of the fire zone and decay rapidly with distance 
from the fire perimeter. The generation of a high-velocity 
inflow near the fire by pressure gradients rather than by 
viscous entrainment is consistent with the observations of Cox 
andChitty[36]. 

An interesting feature of several large-scale solutions has 
been the development of well-defined vortex structures. 
Delage and Taylor [35] describe early-time roll motions above 
an urban heat island as well as the development of a mesoscale 
recirculation [34, 35]. Luti and Brzustowski [31] examine the 
generation of lee-side vortices by a heat source in crossflow. 

Larson, Brode, and Small [33] consider the strongly 
buoyant flow produced by a large area fire (10-km radius) and 
describe the time history of several vortex motions. The 
volume heat addition generates several rotating cells in the 
source region. The continued, constant production of 
buoyancy generates a strengthening inflow that gradually 
imposes a radially directed flow in the source region. As the 
inflow strengthens, a strong vortex develops above the fire 
perimeter and is eventually shed. The outward motion of that 
vortex produces a stronger inflow that extends approximately 
one fire radius beyond the fire boundary. As the vortex moves 
to infinity, the inflow weakens and roll motions reappear in 
the burning region. The cycle repeats at approximately 20-min 
intervals. 

The numerical simulations of large fires have improved 
understanding of the hydrothermodynamics of strongly 
buoyant.flows. The high-velocity inflows generated by fire are 
related to the production of buoyancy and pressure gradients 
rather than to the viscous entrainment of ambient air. Vortex 
motions resulting from instabilities at the fire perimeter also 
influence the mass addition to the burning region as well as 
the fire dynamics. 

Source Region 

The high-velocity inflow generated by an area fire and the 
characteristics of the initial free-convection flow are deter­
mined by the burning-region interactions. Formulation of an 
aPpropriate equation set to describe the flow physics depends 

on the scale of the heat addition and the size of the burning 
region. As opposed to weakly heated flows controlled by the 
diffusion of momentum and energy, the volume heat addition 
implies a strong coupling of buoyancy forces and inertia. 

The size of the burning region governs the ordering of terms 
in the conservation equations. For a heat addition volume 
defined by a mean flame height H and a fuel bed radius R, 
conservation of mass implies 

R 

IT (1) 

If R/H—0(1), the radial (u) and axial (v) velocities and the 
corresponding acceleration terms are of similar order. For R 
> > H, the characteristic radial velocity is much greater than 
the mean axial velocity and the governing momentum 
equations may be simplified. 

This section considers the class of flows generated by an 
asymptotically large fire (R >> H). An analytical model for 
the quasi-steady flow in and around the burning region is 
developed [37], and sample results illustrate the solution 
dependence on heat addition and fire size. 

For the large fires considered, the turbulent motion is 
expected to limit the flame heights [38] such that a more or 
less uniform heating zone height H may be defined. A 
spatially dependent volume heat release function Q0 x q(r,y) 
is thus used to model the combustion processes in a finite, 
axisymmetric region. Q0 represents the mean rate of heat 
release, and q(r, y) is an 0(1) variable describing its spatial 
distribution. Since 0(1) variations in temperature and density 
are expected, all density derivatives are retained. 

The conservation equations are scaled using ambient 
(ground-level) thermodynamic values (Pa, pa, Ta) and the 
characteristic burning region lengths, H and R. The asymp­
totically large burning region is thus represented by an order-
one domain with comparable radial (r/R) and axial (y/H) 
dimensions. The disparate scaling lengths introduce a small 
parameter, 

H 

IT € < < 1 (2) 

which can be used to order terms. The burning-region aspect 
ratio is defined as e ~'. 

Radial velocities are scaled with an arbitrary velocity U, 
and in order to preserve the two-dimensional structure of the 
continuity equation, axial velocities are scaled by eU. Since a 
subsonic flow is expected, the thermodynamic pressure P is 
defined as 

U2 

= l+5P, 8 = 
Pa'Pa 

(3) 

where P represents a perturbation pressure. In scaled 
variables, the leading-order set of conservation and state 
equations [39] is 

T-(rpu)+ — (rpv) = 0 
or dy 

(4a) 

/ du du \ dP /1 a / du \ u\ 

+ M, 
d2u 

dp 

dy 
+Ap = 0 

(4b) 

(4c) 

p(u ~+v~) =B(q(r,y) - o(T* - 1)) 
dr by / 
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where 

+ K 

A = 

0 
i a dT\\ d2r 

TrrTr))+K2W 
pT=l 

(4d) 

(4e) 

t / 2 ' 
B= 7 - 1 / Qo* 

7 \ P„U J 

M, 
; % 

PaUH' 
K,= 

Jk, 
p„cUH 

a = A-Kak* -
So 

= AiroT *(EIL\ 
S, and kj are dimensional mixing coefficients, the specific 
heat capacity cp is assumed constant, b is Stefan's constant, 
and k* is the reciprocal of the radiation mean free path 
(assumed constant) . In this formulation, eddy viscosities are 
used to model the turbulent t ransport of momentum and 
energy, and the graybody approximation [9] is used to specify 
the radiative cooling of the hot gas / smoke mixture. 

An appropria te value for the radial velocity scale [/is found 
by balancing the terms for convective t ransport and heat 
addition in the energy equation so as to properly represent the 
physics of a flow driven by combustive heating. Accordingly, 
setting B = 1, the characteristic fire-wind velocity is 

7 - 1 /Q0R\ 7 - 1 / Q0H \ 

7 V Pa / 7 \ Pae / 

Since an asymptotically large fire is considered, the axial 
momentum equation (4c) reduces to a hydrostatic balance. 
However, the density (buoyancy) depends directly on the 
temperature (equation (4e)), and hence on the combustive 
heating introduced in the energy equation. Because of the 
strong heating characteristic of large area fires, the density in 
the burning region exhibits an 0(1) variation, whereas the 
ambient density varies with height as 0(e2). Equat ions (4) thus 
describe a flow driven by the strong heat release. 

Boundary Conditions 

The type of boundary value problems to be solved depends 
on the relative magnitudes of the coefficients M, and Kt, / = 
1, 2. When those coefficients are all 0(1), the energy and 
momentum equations are elliptic. Special cases arise for Mx, 
Ki <<M2,K2 andM2,K2 <<MuKl. With M2,K2< < 
Mx, Ku the problem is essentially parabolic in the vertical 
direction though constrained, somewhat unusually, by 
conditions at infinity. 

Measurements defining the magnitudes or relative values of 
the turbulent exchange coefficients have not been performed. 
However, observations of experimental burns simulating 
large urban area fires [29, 40] indicate that the flow is highly 
turbulent and that the level of turbulence influences the ef­
fective thickness of the axial column flow. For small fires with 
low levels of mixing, a thin, high-velocity plume is formed. 
For larger fires with increasing levels of turbulence, the 
column thickness approaches a value comparable to the fuel 
bed radius. These observations suggest a dependence of the 
turbulence levels on the heat release and burning-region 
dimensions as well as implying a strong interaction between 
the mixing and buoyancy-driven updraft . Mathematically, the 
second-derivative terms with respect to radius provide such a 
coupling and, further, allow the induced inflow at the 
boundary to depend on the extent and burning characteristics 
of the heating zone. 

At the top of the source region, the flow should asymptote 
to the weakly buoyant flow characteristic of the free-
convection column, implying that M2, K2 —• 0 while Mx, Kx 

remain 0(1). Radial shear should also characterize the source 

region flow, at least near the center of the fire. Except in a 
thin sublayer near the ground, the radial diffusion of 
momentum and energy should dominate the axial diffusion. 
Accordingly, we assume M2, K2 = 0 and consider the 
solution of the nearly parabolic boundary value problem1 

prescribed by equations (4) and the following boundary 
condit ions. The reduction to a parabolic equation set ap­
proximates the flow physics especially in the lower port ion of 
the burning region. However, this model preserves the 
mathematical structure of the elliptic boundary value problem 
as well as producing a consistent and reasonable description 
of the mean fluid dynamics in the turning region ( r < l ; 

(5) >S10). 
At the symmetry axis and at the ground plane, the bound­

ary conditions are 

dT 

~dr ' 

0 

= 0 on/- = 0 

on y = 0 (7ft) 

The boundary condition used at the top of the source region 
should reflect the restructuring of the high-velocity, high-
temperature radial flow to a slower-moving, weakly buoyant, 
nearly vertical flow characteristic of the free-convection 
column. Based on a formal matching of asymptotic ex­
pansions [39] (in the limit.y — oo, e^0) for the separate source 
region and convection column flows, it is found that 

P+Ay—Oasj' — oo, r<\ (ic) 

It can be shown that equation (7c) also implies M ~ 0 , 7"— I as 
y-~ oo. 

The edge boundary conditions should reflect the local flow 
dynamics as well as the characteristics of the source region. At 
the fire boundary (R = 1), the thermodynamic variables are 
discontinuous to leading order. In addition, the level of 
turbulence in the burning region should be much larger than 
comparable ambient values. This local behavior suggests the 
use of j u m p conditions to relate the ambient inflow to the 
source region flow. The jumps occur in a region AR, which 
may be associated with the turning region "p inch p o i n t " or 
edge streamline curvature. For the asymptotically large area 
fires considered, AR/_R—0. 

Writing equations (4) in conservation form and integrating 
from r = 1 " to /• = 1 + yields the following jumps in mass, 
momentum, and energy at the fire periphery 

[pu] = 0 

r dui 
[PU2] = -IF\ + \MX — 

[puT\ = K, 
dTl 

where [W] = W+ - W~ . In performing the integrations, it is 
assumed that , to leading order, u, v, P, and Tremain finite at 
r = 1. Integrals of prv, pruv, rv, rT4, and P thus approach 
zero in the limit A A — 0 . Since the leading-order ambient 
density and temperature are p+ = T+ = 1, integration of 
equation (4c) yields P+ = - Ay on R = 1 + . Expanding the 
j ump condit ions, using the leading-order thermodynamic 
properties, and assuming M*, K+ < < 
boundary conditions applicable at r = 1 are 

M f , K[ the 

du 

~dr 

1 
( p + ^ + M

2 ( i - P ) l 

dT 1 
(Jd) 

The ordering of terms and the resulting types of boundary value problems 
are discussed in detail in [37], 'f \ 
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Fig. 2 Radial velocity profiles, 10-km-radius area fire 

The boundary value problem - defined by equations (4) 
(with M2, K2 = 0) and the boundary conditions, equations 
(7) - is, to leading order, independent of both the far-field and 
the free-convection-column flows. Such an uncoupling im­
plies that the mechanics of the source region are controlled 
principally by the heat release and the resulting pressure 
gradients produced by the strong buoyancy. 

Results 

Numerical solution of the boundary value problem involves 
repeated iteration to find a pressure distribution at y = 0, 
consistent with the asymptotic condition equation (7c) [41]. 
Results for several model fires and a detailed parameter study 
have been presented by Larson and Small [37, 41]. Several 
area fires were simulated including a Project Flambeau [29, 
40] experimental fire (e = 0.08), the Hamburg firestorm (e = 
0-04), and arbitrarily larger fires. The results obtained for the 
Hambeau and Hamburg fires agreed reasonably well with the 
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Fig. 3 Vertical velocity profiles, 10-km-radius area fire 
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Fig. 5 Pressure contours, 10-km-radiu,s area fire 
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available (relatively sparse) data, and duplicated the observed 
flow patterns. 

Figures 1-5 show typical results2 obtained for a 10-km-
radius area fire [41]. For that case, the prescribed heating (Q0 

= 57 kcal/m2-s) was applied in the region r < 1, y < 1 (H = 
100 m, e = 0.01). The radiation mean free path was taken as 
20 m and Mt, K{ as 0.2. For those values, the characteristic 
velocity is U = 67.2 m/s and the parameters A and a are 0.217 
and 0.110, respectively. 

The streamline and velocity plots (Figs. 1-3) illustrate the 
turning of the induced fire winds to a nearly vertical flow at 
the top of the source region (Fig. 2). The development of the 

It should be noted that the radial scales are compressed by a factor of c, thus 
distorting the representation of the streamlines and property contours. 
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axial velocity profiles in Fig. 3 appears to correlate with the 
nearly uniform temperature (buoyancy) contours in Fig. 4. 
Similarly, the rapid increase in magnitude is mirrored in the 
perturbation pressure contours shown in Fig. 5. 

In the lower portion of the source region, strong radial and 
axial gradients in perturbation pressure decrease and the 
temperature increases as the high-velocity radial flow 
stagnates at the symmetry line (Fig. 2). Presumably, the in­
creasing fluid residence time associated with the slowing 
radial flow allows additional heating and thus higher tem­
peratures and locally increased buoyancy. Such behavior is 
consistent with the relatively larger axial velocities calculated 
near the centerline (Fig. 3). Above the source region, the 
radial velocities decay rapidly and the flow is characterized by 
fairly uniform contours of pressure and temperature. The 
flow achieves a state of weak buoyancy above four flame 
heights. A similar decay has been observed above small fires 
[42]. 

The dependence of radial velocity on the fire radius, heat 
release rate, and burning-region height is shown in Figs. 6-8. 
Initially, the velocity increases rapidly with either QH or R, 
and then asymptotes to a constant value. In both cases, the 
approach to a constant value is related to the slowing 
production of buoyancy per unit area. For QH and R fixed, 
greater heating zone heights produce larger maximum radial 
velocities. Though increasing H results in a lower energy 
density, the buoyancy per unit area increases directly with the 
burning region height. The strong dependence on H suggests 
that hydrocode simulations of a large area fire should use a 
volume heat source rather than a prescribed thermal con­
dition. \ 

The source region model assumes that turbulent mixing 
affects the transfer of momentum and thus) the turning of the 
inflow. The second-derivative transfer terms prescribe the 
propagation of information across the source, region. The 
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magnitude of the mixing coefficients thus influences the 
solution dependence on fire size and heat addition. 

Figure 9 shows the variation of maximum radial velocity 
with changes in the coefficient Mx. Increasing the level of 
turbulent mixing slows the radial inflow, producing a 
broader, lower mean-velocity updraft. As the inviscid limit is 
approached, mean velocities increase and the vertical flow is 
confined to a thin, high-velocity plume. Similar variation of 
the eddy coefficient for heat transfer K, produces only small 
changes in characteristic values of velocity and temperature. 
The weak dependence on thermal diffusion implies that the 
energy balance is principally controlled by the net heat ad­
dition. The strong dependence on the eddy coefficient Af, 
implies that the induction and turning of the fire-driven flow 
is principally governed by the balance of turbulent stresses 
and buoyancy-generated pressure gradients. 

The influence of the radiative heat transfer on the 
maximum radial velocity is shown in Fig. 10. An increase in 
the radiation mean free path results in a decreased radiative 
flux and thus a higher mean temperature flow (see equation 
4(d)). In this example, 500 K < Tmax < 650 K for 10 m < 
A:*"1 < 40 m. The higher energy level supports a greater 
buoyancy production. This in turn implies a larger pressure 
gradient (equation 4(c)) and a corresponding larger radial 
inflow (equation 4(b)). 

Discussion 

In this paper, we have briefly examined the physics of large 
area fires, outlining models that treat different component 
flows and presenting a new theory to describe the source 
region. 

Classical plume theories assume a weakly buoyant flow and 
describe the motion of an asymptotically thin shear flow well 
above the source region. Such models are appropriate 
primarily for the upper-level flow above small free-burning 
fires, but may be used to describe the flow above moderately 
large fires, provided that the plume cross section is small 
relative to the height. These restrictions follow since the 
theories depend on the dissipation of buoyancy in the at­
mosphere by entrainment and diffusion of cold ambient air. 
For large free-convection columns, entrainment is an edge 
effect and so does not significantly diffuse the column 
buoyancy. 

High-velocity inflows have been reported for several large 
area fires. One hypothesis relates those inflows to an 
organized rotational structure of the free-convection column. 
The swirl essentially limits the entrainment of ambient air to 
the buoyant column, leading to a greater rise of the plume in 
the atmosphere and hence an increased pressure deficit. At the 
ground, the pressure gradients induce a strong radial inflow. 
Though the current treatments assume an asymptotically thin 
plume, and it is not certain that large fire columns will always 
swirl, the results present a consistent explanation for the 
occurrence of high-velocity inflows. An alternative hypothesis 
relates the large inflow velocities to the production of 
buoyancy in the source region, as demonstrated in section 2. 

A limited number of finite difference solutions of the 
conservation equations have been reported. They illustrate the 
relationship of buoyancy and dynamic pressure to the 
generation of high-velocity fire winds and describe a complex 
transient behavior involving the development and convection 
of vortex structures. Though employing several limiting 
approximations, those studies further our understanding of 
the mechanics and dynamics of area fires. More precise 
simulations of the large-fire environment should result from 
improved models of radiation transport processes, turbulent 
structure, and volume heat addition as well as a finer-grid 
resolution of the source region. 

A new analytical procedure employing asymptotic methods 

to simplify the conservation equations has been used to 
describe the source region. Combustion processes are 
simulated by a finite-volume heat source, and large changes in 
temperature and density are allowed. A one-parameter, eddy-
viscosity model is used to describe the turbulent stresses, and a 
graybody approximation is employed to represent hot gas and 
smoke radiation. Jump conditions are derived to describe the 
rapid changes in physical quantities at the fire periphery. 
Those conditions effect model problem closure, thus per­
mitting direct calculation of the induced fire winds without 
extensive far-field computations. To leading order, the 
solution is independent of both the far field and the properties 
of the convection column. 

Sample results illustrate the generation of high-velocity fire 
winds by the heat release and the resulting production of 
buoyancy. The inflow is turned in the source region and 
rapidly decays to a nearly vertical, weakly buoyant, free-
convection flow. The effect of heating rate and burning-
region dimensions on the fire-wind velocities is also described. 

The analyses reviewed in this paper describe facets of the 
fluid dynamics of large area fires. The large-scale motions are 
generally understood, yet a few fundamental characteristics 
of the flow remain to be resolved. They include the radiative 
properties and turbulent structure of the fire-generated flow 
as well as the combustion dynamics. We have developed a 
simple model of the transient behavior of a large area fire and 
its interactions with the local atmosphere. The model is 
preliminary and incomplete; further research is needed for a 
more complete simulation of large area fires. 
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Observed Flow Reversals and 
Measured-Predicted Nusselt 
Numbers for Natural Convection in 
a One-Sided Heated Vertical 
Channel 
A three-part study encompassing both experiment and analysis has been performed 
for natural convection in an open-ended vertical channel. One of the principal walls 
of the channel —the heated wall— was maintained at a uniform temperature, while 
the other principal wall was unheated. The experiments, which included flow 
visualization and Nusselt number measurements, were carried out with water in the 
channel and in the ambient which surrounds the channel. At Rayleigh numbers 
which exceeded a threshold value, the visualization revealed a pocket of recir­
culating flow situated adjacent to the unheated wall in the upper part of the 
channel. The recirculation was fed by fluid drawn into the top of the channel, 
adjacent to the unheated wall. Average Nusselt numbers for the heated wall were 
measured over a three orders of magnitude range of a single correlating parameter, 
which includes the Rayleigh number and the ratio of the channel length to the in-
terwall spacing. The Nusselt numbers were found to be unaffected by the presence 
of the recirculation zone. Numerical solutions obtained via a parabolic finite dif­
ference scheme yielded Nusselt numbers in good agreement with those of ex­
periment. The numerical results covered the Prandtl number range from 0.7 to 10. 

Introduction 
This paper sets forth a multifaceted experimental and 

analytical study of natural convection in an unsymmetrically 
heated, parallel-walled vertical channel open to ambient at the 
top and bottom. The heating conditions were such that one of 
the principal walls of the channel was maintained at a uniform 
temperature (elevated with respect to ambient), while the 
other principal wall was unheated. All of the experiments 
were performed in water, with the Prandtl number main­
tained approximately equal to 5. 

The heretofore accepted pattern of the fluid flow in an 
unsymmetrically heated channel [1-3] is the same as that 
attributed to the more widely studied symmetrically heated 
channel. For both cases, fluid is drawn from the ambient into 
the bottom of the channel, from where it is assumed to flow 
vertically upward through the channel and to emerge from the 
top into the ambient. This model, which has been universally 
employed in analytical work on buoyant wall-heated channel 
flows, precludes a vertical downflow at any point in the 
channel and, in particular, requires that there be no inflow of 
fluid at the top of the channel. No direct verification of the 
aforementioned pattern of fluid flow appears to have yet been 
made, nor has its validity been challenged. 

In the present investigation, flow visualization experiments 
have been performed to examine the fluid flow in a one-sided 
heated channel. The visualization was accomplished by the 
thymol blue method, whereby fluid particles which undergo a 
color change due to a local change in pH serve as a tracer. 
These experiments demonstrated that for certain operating 
conditions, fluid enters at the top of the channel adjacent to 
the unheated wall, while fluid exits the top adjacent to the 
heated wall. The fluid downflow adjacent to the unheated 
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wall was documented photographically and a representative 
photograph will be presented later. Furthermore, the con­
ditions marking the onset of the downflow were sought by 
systematic variations of the independent parameters - the 
Rayleigh number and the dimensionless inter wall spacing. 
The values of these parameters which mark the onset may be 
regarded as critical or transition values - they will be reported 
in the presentation of results. 

The next focus of the work was the experimental deter­
mination of heat transfer coefficients and Nusselt numbers 
for the one-sided heated channel. These experiments were 
undertaken both to assess the heat transfer ramifications of 
the aforementioned downflow and to provide heretofore 
unavailable heat transfer information for one-sided heating in 
a channel with water as the working fluid. The Nusselt 
number experiments were performed for parametric values of 
the Rayleigh number and of the dimensionless interwall 
spacing, and a universal correlation encompassing both 
parameters was obtained. 

The final part of the work consisted of numerical solutions 
of the conservation equations for mass, momentum, and 
energy for the one-sided heated channel flow. These solutions 
were based on a model which does not account for vertical 
downflow, so that a comparison of the numerically predicted 
Nusselt numbers with the experimental data provides another 
means for assessing the importance of the observed down-
flow. The agreement between the predictions and the data was 
sufficiently good so that additional solutions (i.e., additional 
to those for Pr = 5) were carried out to cover the Prandtl 
number range from 0.7 to 10. Another outcome of the 
aforementioned comparison is the demonstration that the no-
downflow model yields satisfactory predictions of practically 
useful heat transfer information. 

With regard to the literature, the absence' of direct flow 
field information has already been mentioned. Also absent 
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(a) (b) 
Fig. 1 Pictorial view of the experimental apparatus (left-hand diagram) 
and geometry of the flow channel (right-hand diagram) 

are any experiments on natural convection in a vertical 
channel bounded on one side by an isothermal wall and on the 
other side by an unheated wall. Other unsymmetrical 
boundary conditions were employed in the experiments of [1], 
which were performed in air, in contrast to the water-related 
experiments performed here. 

The Experiments 

The description of the experimental apparatus is facilitated 
by reference to Fig. 1. In the figure, the left-hand diagram is a 
schematic pictorial view of the apparatus, while the right-
hand diagram depicts the geometry of the flow channel and its 
dimensions. Other important features of the apparatus (not 
shown in Fig. 1 but to be discussed shortly) are the test 
chamber and the flow visualization system. 

The heart of the apparatus is a 0.635-cm-thick copper plate, 
with a height, H, of 14.52 cm and a width, W, of 9.67 cm. In 
the rear face of the plate, there are twenty horizontal grooves 
distributed along the height. These grooves are used to ac­
commodate Teflon-coated electrical resistance wire (0.0127-
cm-dia chromel). The wire is potted in the grooves with 
copper oxide cement, and the entire rear face of the plate is 
overcoated with silicone rubber to provide a water-tight seal. 

Three independently controlled heating circuits were used 
to enable temperature uniformity of the plate to be attained. 
The adjustment of the heating circuits was guided by the 
readings of eight thermocouples dispersed throughout the 

various heating zones. In an overwhelming majority of the 
data runs, temperature uniformity to better than 2Vi percent 
of the plate-to-ambient temperature difference was achieved. 

As a defense against extraneous heat losses, the plate was 
inset into a 3.2-cm-thick block of water-tolerant, closed-pore 
polystyrene. Special precautions were taken at the upper and 
lower edges of the plate to avoid contact between these edges 
and the water. In particular, only the front face of the plate, 
which comprised the heated wall of the channel, was exposed 
to the water. As seen in Fig. 1, the polystyrene was housed in a 
U-shaped container termed a cassette. The cassette was made 
of plexiglass. 

The other principal wall of the flow channel (i.e., opposite 
the heated wall) was made of 0.635-cm-thick plexiglass. The 
side walls were also of plexiglass, this choice having been 
made to enable the motions of a tracer fluid to be observed. 
From the figure, it is seen that the lateral extent of the side 
walls was greater than that needed to bound the fluid. This 
feature facilitated the variation of the spacing, S, between the 
two principal walls. Once a spacing had been established by 
moving the unheated principal wall relative to the heated wall, 
it was fixed by a rigid locking mechanism (not shown). The 
spacing was set and verified with a dial-gage-equipped caliper 
with an accuracy of better than 0.0025 cm. 

The assembly pictured in the left-hand diagram of the 
figure was supported from the floor of the test chamber by 
struts positioned so as not to inhibit or deflect the flow en 
route to the channel inlet. The inlet was situated 12.7 cm 
above the floor of the chamber, while the water level was 
maintained at 12.7 cm above the trailing edge of the channel. 

Temperatures in the ambient water were sensed by three 
thermocouples deployed along a vertical line that was 
displaced laterally from the flow channel by about 30 cm. The 
three thermocouples were respectively situated at distances of 
7.6, 17, and 24 cm above the floor of the test chamber. In the 
overwhelming majority of the data runs, the readings of the 
three thermocouples were uniform to better than a half 
percent of the heated plate-to-ambient temperature dif­
ference. 

Test Chamber. The experiments were performed with the 
apparatus situated in a large, water-filled, open-topped 
plexiglass tank (73.7 x 43.2 x 45.7 cm, length x width x 
height). This tank-the test chamber-was situated within a 
still larger plexiglass tank having internal dimensions of 101.6 
x 66 x 48.3 cm (length x width x height). The space 
between the tanks (both at the sides and at the bottom) was 
also filled with water. In addition, a temperature control and 
water circulating unit was installed in the intertank space. 
With this unit in place, the intertank space served as a thermal 
guard for the test chamber. 

Nomenclature 

Grt = 

H 
h 

k = 
Nu, 

Pr 
P 

Grashof number, g(S(Tw - P„ = 
T^/v2 P' = 
acceleration of gravity Q = 
channel height, Fig. 1(b) 
average heat transfer coef- Ras = 
ficient for heated wall, S = 
(Q/HW)/(T„-Ta) T = 
thermal conductivity T„ = 
average Nusselt number for T„ = 
heated wall, hS/k X,Y = 
dimensionless pressure dif­
ference, equation (7) x,y = 
Prandtl number U, V •= 
pressure in channel 

pressure in ambient 
pressure difference, (p-p„) 
rate of heat transfer at 
heated wall 
Rayleigh number, PrGrs 
interwall spacing, Fig. 1(b) 
temperature 
temperature of heated wall 
ambient temperature 
dimensionless coordinates, 
equation (5) 
coordinates, Fig. 1(b) 
dimensionless velocity 
components, equation (6) 

u0 = 
u,v = 
"o = 
W = 
0 = 

A = 

e = 

V = 

p = 

Subscript 
ex = 

dimensionless inlet velocity 
velocity components 
inlet velocity 
channel width, Fig. 1(b) 
coefficient of thermal ex­
pansion 
deepest penetration of down-
flow into channel 
dimensionless temperature, 
(T-T„)/(TW^T„) 
kinematic viscosity 
density . 

ambient v \ 
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The effectiveness of the temperature control was heightened 
by the extensive use of insulation. All four sides of the outer 
tank were sheathed with polystyrene, while a sheet of 
polystyrene, lined with impermeable plastic, served as a cover 
that extended over the top of both tanks. 

Distilled water was used in the test chamber, while tap 
water was used in the intertank space. Temperature 
equilibrium between the two fluids was monitored by 0.1 °F 
ASTM-certified thermometers. 

Experimental Procedure - Heat Transfer. Two conditions 
were imposed as prerequisites for the initiation of a data run. 
One is that the temperature of the water in the test chamber is 
uniform. The other is that the water in the chamber and that 
in the intertank space be at the same temperature. The 
fulfillment of these conditions guarantees the absence of 
extraneous buoyancy-related motions in the test chamber 
(i.e., extraneous with respect to the heated-plate-related 
buoyancy). 

The attainment of thermal equilibrium between the water in 
the chamber and in the intertank space was a matter of time, 
and sufficient time was always allowed. Temperature 
uniformity within the chamber was achieved by manual 
stirring with a plexiglass paddle. 

With intertank thermal equilibrium already established, the 
first preparatory step for a data run was to stir the water in the 
test chamber. Then, an hour was allowed for the motions 
induced by the stirring to die away. During this period, no 
power was supplied to the plate, but the voltage settings for 
the three plate heating circuits were dialed in to anticipate the 
beginning of the run. The relationships between the voltage 
settings appropriate to the attainment of temperature 
uniformity were known from experience gained in prior runs. 

After the hour had elapsed, power was applied to the plate 
heating circuits and, thereafter, selected thermocouples were 
monitored to track the attainment of steady state. In all cases, 
steady state was achieved within 10 to 15 min. An additional 5 
minutes was allowed and then the data were collected. 

Then, the power was turned off and the test chamber was 
stirred. In this regard, it should be noted that the energy 
added to the water in the test chamber during a data run, 
when distributed uniformly by the stirring, caused a negligible 
temperature rise. Therefore, the intertank equilibrium was 
not disturbed and another run could be initiated after an 
hour's waiting period. 

Flow Visualization. The thymol blue method [4] was used 
for the flow visualization. This is an electrochemical 
technique in which a change of color of the fluid occurs in 
response to a change in pH brought about by an impressed d-c 
voltage. The color change produces a neutrally buoyant blue 
fluid which faithfully follows natural convection motions. By 
use of suitable electrodes, the site of the color change can be 
localized. By observing the motions of the locally produced 
tracer fluid, the details of the flow pattern can be determined. 

The flow visualization experiments were performed 
separately from the heat transfer experiments because of the 
chemicals added to the distilled water in the test chamber in 
order to facilitate the electrochemical reaction. Two groups of 
additives were employed. One group included an acid 
(hydrochloric acid) and a base (sodium hydroxide) used to 
tailor the pH of the solution, while the other included thymol 
blue-a pH indicator. The thymol blue is added first, and the 
solution is then titrated to the end point with the sodium 
hydroxide. Next, the solution is made very slightly acidic and 
red-yellow in color by the addition of hydrochloric acid. 
When a small d-c voltage (~6 V) is impressed between 
electrodes situated in such a solution, a proton transfer 
reaction occurs at the negative electrode, which changes the 
pH at that electrode from the acidic side to the basic side. This 

change in pH brings about a change of color from red-yellow 
to blue. 

Since the blue "dye" is created at the negative electrode, the 
positioning of the electrode is critical with respect to the flow 
patterns that are to be observed. In the present instance, 
preliminary experiments had revealed the existence of a 
downflow adjacent to the unheated principal wall of the 
channel. It was this unexpected downflow that constituted the 
main focus of the visualization studies, and the negative 
electrode was positioned accordingly. 

In the aforementioned preliminary experiments, the 
negative electrode was a wire that bridged between the 
principal walls at the top of the channel, midway between the 
side walls. Whereas this setup revealed both an upflow ad­
jacent to the heated wall and a downflow adjacent to the 
unheated wall, its use was discontinued out of concern for the 
reliability of the results. In this regard, it should be noted that 
one portion of the wire was washed by the relatively hot 
upflow stream, while the other portion was washed by the 
relatively cool downflow stream. As a consequence, heat is 
transferred along the wire by conduction. This gives rise to 
local temperature differences between the wire and the fluid, 
which, in turn, create local buoyancy forces which tend to 
oppose the flow in the channel. Since the opposing buoyancy 
is extraneous, the bridging wire was not used for the definitive 
visualization experiments. 

The adopted setup of the negative electrode is shown in the 
left-hand diagram of Fig. 1. The electrode is a 0.0024-cm-
thick copper foil cemented to the upper edge of the unheated 
principal wall of the channel (the foil is depicted by the black 
strip labeled "dye" source). With the electrode in this 
position, the tracer fluid produced by the electrochemical 
reaction responds to the flow adjacent to the top of the 
unheated plate. 

To obtain information on the nature of the gross fluid 
motion in the channel, a wire electrode which bridged between 
the principal walls at the bottom of the channel was em­
ployed. The anode was a large copper sheet which rested on 
the floor of the test chamber. To avoid the formation of flow-
disturbing hydrogen bubbles at the negative electrode, the 
voltage was applied in discrete intervals rather than con­
tinuously. 

The motion of the tracer fluid was observed through a 
narrow slit cut in the insulation that sheathed the outer tank. 
Lighting was from the side of the tank opposite the viewing 
slit, where another slit had been cut. The lighting was 
provided by a photo floodlight and diffused by a milk-white 
plastic plate. 

The preparation for a flow visualization run was identical 
to that for a heat transfer data run, involving inter-tank 
equilibration, stirring, and an hour's settling period. Once the 
plate heaters were energized and 15 min allowed for the at­
tainment of steady state, voltage was applied (in­
termittently) to the electrochemical circuit. The motion of the 
tracer fluid was carefully tracked during a 10-15 min period 
with the aid of a cathetometer. A special focus of these ob­
servations was to determine how far into the channel did the 
downflow penetrate. This distance was read with the 
cathetometer, which had a resolving power of 0.005 cm. 

Penetration depths were measured for a range of Rayleigh 
numbers at each of three interplate spacings. The objective of 
these experiments was to determine the conditions marking 
the onset of the downflow. Observations were also made of 
the diffusive spreading of the tracer fluid when the channel 
was not heated. y 

Numerical Solutions ^ 
"i i, 

The numerical solutions which were-carried out in support 
of the experimental work were based on a .model that did not 
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with equation (1), the thermophysical properties are assumed
to be constant.

A key role in the analysis is played by the pressure bound­
ary conditions. If U a denotes the velocity entering the channel
at x=O(ua is assumed uniform), then Bernoulli's equation
gives

au/ax+av/ay=o (8)

u(au/aX) + v(au/ay) = -dP/dX+O+a2 U/ay2 (9)

u(ao/aX) + V(ao/aY) = (1/Pr)a 2 0/ay2 (10)

Equations (8-10) are to be solved subject to the boundary
conditions that U and V are zero on the channel walls, that
0= 1 on the isothermal heated wall (Y =0), and that ao / aY =0
on the adiabatic wall (Y=1). Also, at the inlet (x =0)

(2)

(11 )

(12)

U=Ua , V=O, P=-YiUa
2

while at the exit (X= (H/S) /Ors)

P=O

From an inspection of equations (8-12) and the related text,
it appears that there are three prescribable parameters:
(S/H)Ors' Pr, and Ua • However, (S/H)Ors and Ua are not
independent. To demonstrate this, a solution scenario will be
described. In this regard, it is relevant to note that the
computational problem is parabolic in nature, so that given
sufficient information at X = 0, the solution can be started
there and marched forward in the direction of increasillg X,
without any note being taken of the channel exit. In the
present instance, a value of Ua must be selected in order to
start the solution. Then, during the marching procedure, the
value of P is monitored. When the value P= 0 is encountered,
the solution is stopped, and the value of X at the stopping
point is taken to be the exit of the channel. Since
11X = (SIH)Ors at the exit, it follows that for each Ua there is
a corresponding (SIH)Ors and vice"versa.

Thus, in light of the foregoing, there are only two
prescribable parameters; (S/H)Ors and PI. Furthermore,
since the Rayleigh number Ras is equal to PrOrs> the two
parameters may equally well be specified as (S/H)Ras and Pr,
and this practice has been followed for the present com-
putations. .

From the numerical solutions, an, avera~e Nusselt number
for the heated plate was evaluated from' '

)
Nus=hS/k, h= (Q/HW)/(Tw-Tco ) (13)

where Q is the rate of heat transfer from th~ entire plate.

At the channel exit x=H, the channel pressure and the am­
bient pressure are assumed to be identical, so that

p'(H)=O (3)

The neglect of the streamwise second derivatives and the
p =p (x) assumption enables a change of variables which
eliminates the separate dependence of the results on the
Orashof number and the aspect ratio, S/H. Instead, only a
single composite parameter emerges

(S/H)Ors> Ors=g(:3(Tw-Tco)S3Iv2 (4)

where Tw is the uniform temperature of the heated wall of the
channel.

The change of variables which yields the minimum number
of parameters is

X= (x/S)/Ors> Y=y/S (5)

U= (uS/v)/Ors> V=vS/v (6)

P=p'(S2/pv2)/Or/, O=(T-Tco)/(Tw-Tco ) (7)

from which the equations of continuity, x-momentum, and
energy follow as

include downflow. As will be demonstrated shortly, the
observed downflow is one leg of a pocket of recirculating flow
adjacent to the unheated wall. The downflow is fed from the
top of the channel, so that the nominal exit cross section of
the channel includes both upflow and downflow (Le., both
outflow and inflow). To solve a fluid flow problem of this
type requires that the solution domain encompass not only the
channel but also the ambient fluid outside the channel. To
deal with a problem of such magnitude requires extraordinary
computing power, and even that is no guarantee that a
meaningful solution will be obtained. Therefore, realistically,
the numerical work should be based on a model which in­
volves only the channel and not the ambient.

The model used here is the same as that of [3J aside from a
slight change in boundary conditions. In view of this, only a
brief outline of the analysis need be given, with emphasis on
those features which aid in the interpretation of the results.

The analysis is two dimensional, and the x,y-coordinates
are pictured in the right-hand diagram of Fig. 1 (the
corresponding velocities are U and v). Streamwise second
derivatives (Le., a2 /ax2

) are neglected, and the pressure, p, is
assumed to depend only on the axial coordinate, x. These
assumptions are compatible with the adopted flow model, but
could not be employed if a recirculation (Le., downflow) zone
were present. In the ambient fluid outside the channel, the
temperature, T co, is uniform and the pressure, pco, varies
linearly with x, that is, Pco(x) =Pco(O)-Pcogx, where the
ambient density Pco is also a constant.

The analysis works with the local channel-to-ambient
pressure difference p'(x)=p(x) -Pco (x) and with the
Boussinesq equation of state, t:..p = - (:3pt:..T, so that the
buoyancy force which appears in the x-momentum equation
becomes

Fig. 2 Photographic illustration of the downflow and recirculation
pattern

-dp/dx- pg= -dp' Idx+ g(:3p( T - T co) (1)

Once the buoyancy force has been transformed in accordance
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To complement the experimental data, solutions were 
carried out for (S/H)Ras between 2xl0 2 and 8xl0 4 . The 
experiments were performed at a nominal Prandtl number of 
5, with small deviations. In view of this, the Prandtl number 
for the computer solutions was assigned values of 4.75, 5, and 
5.25. However, at a fixed value of (S/H)Ras, the Nusselt 
number results for the three Prandtl numbers were the same 
within plotting accuracy. In addition, to provide a more 
general set of results, solutions were also carried out for 
Pr = 0.7, 2, and 10. 

Flow Visualization Results 

A photograph illustrating the downflow and recirculation 
pattern that occurred in the flow channel is presented in Fig. 
2. The photograph shows a side view of the upper part of the 
channel as well as the ambient space just above the channel. 
The black vertical strip at the left is the heated'wall, while the 
white vertical strip at the right is the jUnheated wall,. In the 
photograph, the blue tracer fluid appears black. 

The recirculation zone is bounded by the black V-shaped 
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Fig. 6 Experimentally determined and numerically predicted average 
Nusselt numbers for the heated plate 
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Fig. 7 Numerically predicted average Nusselt numbers for the heated 
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envelope formed by the tracer fluid adjacent to the upper 
portion of the unheated wall. The tracer, which is generated at 
the electrode atop the unheated wall, follows the fluid motion 
downward along the wall, as witnessed by the wall-adjacent 
black band (i.e., the right-hand leg of the V). For the case 
depicted in the photograph ((S/H)Ra = 5270, S/H=0.0656), 
the downflow penetrates about 3.8 cm into the channel. Upon 
reaching its deepest penetration, the downflowing fluid turns 
and starts to rise toward the top of the channel while veering 
toward the heated plate, thereby producing the left-hand leg 
of the V. Within the region bounded by the V, fluid moves 
downward along the right-hand leg and upward along the left-
hand leg. 

To provide further perspectives about the flow pattern in 
the channel, observations made with the tracer-generating 
electrode positioned at the bottom of the channel may be 
mentioned. It was noted that as the fluid moved upward 
through the channel, it was drawn more and more toward the 
heated wall. It was also seen that the fluid near the heated wall 
accelerated as it ascended. 

The observations of the preceding paragraph are useful in 
rationalizing the downflow and recirculation that are 
documented in Fig. 2. The heated wall is, in effect, a source of 
buoyancy, so that the fluid adjacent to it is accelerated up­
ward. To satisfy mass conservation in the presence of the 
acceleration, fluid is drawn toward the heated wall. This 
progressively depletes the amount of upmoving fluid adjacent 
to the unheated wall. Ultimately, total depletion occurs (i.e., 
upflow ceases adjacent to the unheated wall) while, on the 
other hand, more fluid is needed to fulfill the mass 
requirements of the accelerating stream adjacent to the heated 
wall. This fluid is drawn into the top of the channel adjacent 
to the unheated wall. It recirculates as shown in the figure, 
being drawn toward the heated wall as needed for mass 
conservation. 

The foregoing discussion suggests that the presence and 
extent of the downflow and recirculation will depend on the 

strength of the buoyancy - with stronger buoyancy making 
for a more deeply penetrating downflow. On the other hand, 
for sufficiently moderate buoyancy, no downflow need occur. 
This suggests that there is a transition from no downflow to 
downflow that is governed by a buoyancy-related parameter, 
for example, the Rayleigh number. 

To examine this issue, experiments covering a range of 
Rayleigh numbers were performed at each of the three in-
terwall spacings. At each Rayleigh number, the deepest 
penetration of the downflow into the channel was observed 
and recorded. These results are presented in Figs. 3-5, 
respectively for S///=0.0437, 0.0547, and 0.0656 (S = 0.635, 
0.794, and 0.953 cm). The penetration depth, A, is plotted on 
the ordinate, both in dimensional and dimensionless form. 
The abscissa is (S/H)Ras, with the fluid properties in Râ  
being evaluated at the mean of Tw and Tm. 

The data in all of the figures display a common behavior. In 
the range of lower Rayleigh numbers, A is very small and 
virtually constant. Then, at a certain Rayleigh number, there 
is a breakaway, and thereafter the penetration depth increases 
more or less linearly with increasing Rayleigh number over the 
moderate range covered in these figures (the straight lines 
passing through the data are least-squares fits). This behavior 
indicates that there is an identifiable Rayleigh-number-related 
transition from no downflow to downflow. 

The transition values of (S/H)Ras from Figs. 3-5 ranged 
from 1600 to 2130, while the Rayleigh numbers ranged from 
about 31,500 to 36,500. Tentatively, the no-downflow/ 
downflow transition Rayleigh number will be taken to be 
35,000, subject to validation in other experiments which 
encompass a larger range of spacings. 

In auxiliary experiments with no heating and with quiescent 
conditions in the test chamber, the tracer fluid tended to 
diffuse slowly away from its generating electrode in all 
directions. The depth to which the diffusing fluid penetrated 
into the channel during an observation period comparable to 
that used in the visualization data runs was noj-ed. This depth 
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Table 1 Values of C and n for equation (16) 

Pr C n 
~0?7 0.667 0T229" 

2 0.672 0.237 
5 0.655 0.245 

10 0.635 0.252 

was approximately equal to those of Figs. 3-5 for Rayleigh 
numbers below the respective transition values. 

Heat Transfer Results 

Average heat transfer coefficients and Nusselt numbers for 
the heated plate were evaluated from equations (13) utilizing 
the measured power inputs, wall temperatures, and ambient 
temperatures. Also determined for each data run was the 
quantity (SIH)Ras, where Ras = PrGr i and Gr, is given by 
equation (4). All thermophysical properties appearing in Nus 

and Ras were evaluated at the mean of the wall and ambient 
temperatures. 

The experimentally determined Nusselt numbers are plotted 
in Fig. 6 as a function of (S/H)Ras, which spans a range of 
almost three orders of magnitude. The data are parameterized 
by the dimensionless interwall spacing S/H and identified by 
different data symbols. Also shown in the figure are a trio of 
arrows which respectively indicate, from left to right, the 
value of (S/H)Ras marking the onset of downflow for in­
terwall spacings S/H= 0.0437, 0.0656, and 0.0875. The first 
two of these values were read directly from Figs. 3 and 5, 
while the third was computed using a no-downflow/ 
downflow transition value of Ra5 =35,000. The line passing 
through the data is a least-squares fit having the equation 

Nus = 0.688[(S/H)Ras]
0249 (14) 

The data will now be analyzed to evaluate the response of 
the heat transfer to the fluid flow processes that were 
described in the prior section of the paper. In this regard, 
consider first the data for any fixed interwall spacing, S/H. 
Each such set of data encompasses a factor of 20 in the 
Rayleigh number. By inspection of Fig. 6, it is seen that aside 
from slight scatter, the data points for each set lie along a 
straight line. Of greater significance is that there are no 
changes of slope or regions of data breakaway. Thus the lay 
of the data indicates no inkling of a change of flow pattern 
such as the onset of downflow or the progressively deeper 
penetration of the downflow into the flow channel. Indeed, 
the straight-line nature of the data lay is suggestive of an 
established flow regime. 

The aggregate of the data for all three interwall spacings 
will now be examined. The most significant finding from such 
an examination is that the data do not display a separate 
dependence on S/H and on Ras. Rather, the data are very well 
correlated by the single group (S/H)Ras. To extract the 
meaning of this finding, it is useful to reconsider the analysis 
of the problem as set forth earlier in the paper. 

There, it was found that when the streamwise second 
derivatives and transverse pressure variation are neglected, 
the Nusselt number is a function of the (S/H)Ras group (and 
of Pr) but does not depend separately on (S/H) and Ras. If an 
analysis were to be made which accounts for recirculation and 
downflow, it would be necessary to include the streamwise 
second derivatives and the transverse pressure variation. In 
that case, the appropriate functional relation which emerges 
from an examination of the equations is that Nu^ = Nus (Ras, 
S/H, Pr). The fact that the experimental data for a fixed 
Prandtl number correlate as Nus = Nus[(S//^)Ra i] rather than 
as Nu, =Nu s(Raj, S/H) suggests that Nu, is insensitive to the 
presence of the backflow. 

Attention is next turned to the Nusselt number results from 
the numerical solutions that are plotted in Fig. 6. These results 

correspond to Pr = 5, but are equally applicable to Pr = 4.75 
and 5.25, which represent the extremes of the data. When the 
individual numerical results from the solutions were plotted in 
the figure, it was found that they fell on a straight line, with 
only a very slight deviation (— 2 percent) at the lowest value of 
(S/H)Ras. In view of this, a straight line representation was 
employed, the algebraic expression for which is 

Nus = 0.655 [(5///)Ras]°-245 (15) 

A comparison of the numerical predictions and the ex­
perimental data (i.e., represented by the least-squares line 
(14)) yields agreement in the 7-11 percent range over the 
nearly three orders of magnitude spanned by the abscissa. 
When viewed in the context of numerous other comparisons 
between natural convection experiments and predictions, the 
aforementioned agreement is very good. Indeed, it is sur­
prisingly good when note is taken of the fact that the 
numerical model does not include backflow and recirculation, 
while these features were present in various of the data runs 
(i.e, those to the right of the arrows in Fig. 6). Thus, the good 
agreement evidenced in Fig. 6 provides further backing for the 
finding that the Nus data were not affected by the backflow 
and recirculation. 

The insensitivity of Nus to the backflow may be 
rationalized on various accounts. First, the backflow occurs 
adjacent to the unheated wall, while Nu^ pertains to the 
heated wall. Furthermore, in this regard, it should be noted 
that even when there is no backflow, the fluid adjacent to the 
unheated wall is slow moving. This means that both with or 
without the backflow, most of the channel throughflow 
passes adjacent to the heated wall. A second factor is that the 
effects of the backflow, whatever they might be, should be 
greatest in the upper portion of the channel and least in the 
lower portion. However, the rate of heat transfer at the 
heated wall is least in the upper portion of the channel and 
greatest in the lower portion. This mismatch between the most 
affected region and the region of highest heat transfer tends to 
mute the response of Nus to the downflow. 

The final point has already been implied in the foregoing -
namely, that Nus is an average over the entire heated plate. 
Therefore, it may be insensitive to events which occur at only 
part of the surface. 

Having fully dealt with the downflow issue, certain other 
features of the results of Fig. 6 will now be addressed. With 
regard to the accuracy of the data, calculations of the con­
duction losses through the insulation backing of the heated 
plate indicated an extreme value of 1/2 percent of the power 
input. In addition, extraneous heat losses at the unheated 
principal wall were shown to be negligible with the aid of 
supplementary numerical solutions for the model described 
earlier in the paper. The supplementary solutions were per­
formed with the "unheated" plate at the ambient tem­
perature, whereas in the original solutions the unheated plate 
was adiabatic. The extreme difference in the Nus values from 
the two sets of solutions was 1 percent, which is a measure of 
the extraneous heat losses from the unheated principal wall. 

With the foregoing estimates and with the care exercised in 
the design and execution of the experiments, the No, data are 
expected to have an accuracy of 2 percent. 

The good agreement of the numerical predictions shown in 
Fig. 6 with the experimental data encourages the use of the 
model to predict Nu5 information for other Prandtl numbers. 
Such solutions have been performed for Pr = 0.7, 2, 5, and 10 
(e.g., gases and water), and the corresponding Nus results are 
plotted in Fig. 7 for the same range of (S/H)Ras as was 
employed in Fig. 6. The results for each Prahdtl number are 
well described by straight lines \ ' ' 

Nu, = C[(S///)Ras]" " (16) 

where C and n are listed in Table 1. 
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As can be seen from both the table and the figure, there is a 
modest divergence among the Nus results for the various 
Prandtl numbers as (S/H)Ras increases. Thus at (S/H) 
Ras =2x 102, the spread of Nus with Pr is 8 percent, while at 
(S/H)Ras = Sx 104, the spread has increased to 23 percent. 
This increased sensitivity to Prandtl number reflects the 
greater role played by inertial effects at larger values of 
(S/H)Ras. 

Concluding Remarks 

The experiments performed here have, seemingly for the 
first time, revealed the presence of a pocket of downflow and 
recirculation in a buoyancy-driven flow in a heated vertical 
channel where, heretofore, pure upflow had been thought to 
prevail. The channel was open to the ambient at its upper and 
lower ends. One of the principal walls of the channel was 
maintained at a uniform temperature above that of the 
ambient, while the other principal wall was unheated. The 
experiments were performed with water at Prandtl number of 
about 5. 

The downflow and recirculation pocket was observed with 
the aid of the thymol blue flow visualization technique. The 
pocket was situated adjacent to the unheated wall, in the 
upper portion of the channel. It was formed when fluid from 
the ambient entered the top of the channel adjacent to the 
unheated wall and passed downward along the wall. Upon 
attaining its deepest penetration into the channel, the 
downflowing fluid turned and headed back toward the top of 
the channel while veering toward the heated plate. 

This type of flow pattern was found to exist for 
Ra> -35,000. Its existence can be explained by taking note 
of the presence of a highly buoyant, accelerating stream 
adjacent to the heated wall. The acceleration draws mass 

toward the heated wall and, when insufficient mass is 
available within the channel, fluid is drawn into the top of the 
channel, adjacent to the unheated wall. 

Average Nusselt numbers for the heated plate were 
measured over a range of nearly three orders of magnitude in 
(S/H)Ras and were very well correlated by the relation 
Nu, =0.688[(S///)RaJ0-249. A careful analysis of the results 
indicated that they were not affected by the downflow and 
recirculation. Furthermore, numerical predictions for the 
Nusselt number based on a model without downflow and 
recirculation were in good agreement with the experimental 
results. 

The aforementioned good agreement encouraged the use of 
the model to predict Nusselt number results for other Prandtl 
numbers, and such results were obtained over the range 
between 0.7 and 10 (e.g., gases and water). The Nusselt 
numbers for the individual Prandtl numbers were well 
correlated by power-law relations Nu, = C[(S/H)Ras]", where 
the exponent n increases from 0.229 to 0.252 as Pr increases 
from 0.7 to 10. 
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Experimental Investigation of 
Natural Convection Losses From 
Open Cavities 
Experimental results for natural convection in a cavity are reported. Both con­
strained and unconstrained cavity geometries were studied. Detailed velocity 
profiles were obtained using Laser doppler velocimetry for Rayleigh numbers 
between 3 x 10'° and 2 x 10", corresponding to a constant elevated wall tem­
perature boundary condition. Characteristics of two-dimensional and three-
dimensional flows obtained with dye flow visualization are discussed, including 
boundary layer transition to turbulence, flow patterns in the cavity, and flow 
outside of the cavity. Local Nusselt number is correlated with local Rayleigh 
number for constrained and unconstrained cavities. 

1 Introduction 

Natural convection flows in open cavities are receiving 
increased attention because of their applications in fire 
research, passive solar heating, energy conservation in 
buildings, and solar concentrating receivers. These flow 
patterns are typically complex, and considerable limitations 
exist in present modeling techniques that attempt to predict 
their momentum and heat transfer behavior. This is par­
ticularly true in the high Rayleigh number regimes 
representative of many actual flows. 

Much research has been conducted to study flow and heat 
transfer in complete enclosures. References [1] and [2] 
provide excellent reviews of this topic. Parameters discussed 
include Rayleigh number, Prandtl number, aspect ratio, and 
inclination angle. Current work in buoyancy-driven flows in 
enclosures concentrates on modeling high Rayleigh number 
flows [3, 4]. 

Buoyancy-driven flows in cavities differ from those in 
complete enclosures where the boundary conditions can be 
well defined. In modeling cavity flows, assumptions must be 
made regarding the pressure or flow fields at the cavity 
aperture or at some plane outside of the cavity. Abrams and 
Greif [5] provide overall-type results, using a very simple 
approach solving Bernoulli's equation for a given set of 
assumptions. Several numerical models use a fully elliptic 
finite difference scheme with pressure and velocity as 
primitive variables [6, 7], Ku et al. [6] apply this model in fire 
research to study the buoyant flows generated by fire in a 
corridor. To deal with the opening, they prescribe the pressure 
and assume the derivative of the velocity components normal 
to the free surface equal to zero. Thermal conditions at the 
aperture are assumed also. Experiments show good 
agreements between computed and measured temperature 
profiles when the proper assumptions are applied. 

Recent work on high Rayleigh number buoyant flows in 
cavities is related to determining convective losses in solar 
concentrating receivers. Reference [8] provides an up-to-date 
report on several research programs, both numerical and 
experimental, in this area. 

This paper presents the experimental results obtained from 
a research program conducted to study the heat transfer 
characteristics and flow fields of buoyancy-driven flows in an 
open cavity. 

The cavity model (Fig. 1) consisted of a cubical cavity with 
one heated wall, an aperture at the opposite wall, and the 
remaining walls which were insulated. Water was used as the 
fluid in these experiments, because its properties allow high 
Rayleigh numbers (Ra > 10") to be obtained with a 
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Fig. 1 Schematic representation of cavity 

laboratory scale model. The low wall temperature necessary 
to achieve these conditions results in radiation-free boundary 
conditions. 

2 Description of Facility and Experimental Apparatus 

A 2500-gal aluminum rectangular tank 2.9 m high, 3.05 m 
long, and 1.07 m wide was used to contain the water needed 
for the experiment. Centrally located on the tank's large side 
walls are transparent windows of 114 cm x 114 cm made of 
3.8-cm-thick plexiglass. These allow optical access to the 
cavity. 

A water circulation-filtration system is also part of this 
facility. Particles larger than 5 microns which could cause 
inaccuracies with LDV are eliminated with this filter. 

A cubical cavity of 1 m on the side is centrally located inside 
the tank. A heated aluminum plate (12.5 mm thick) provides 
the thermal boundary condition to the system. The plate is 
heated with foil type heaters which are insulated from behind 
with 15 cm of closed cell polyurethane. The heaters can 
provide a maximum power of 17 kW. The top and bottom 
walls are made of plexiglass and are also insulated with 
polyurethane. 

Power into the heaters is regulated by five independent 
temperature controllers, providing an accuracy of ± 0.1 °C 
and monitored by true rms voltage meters. These 
measurements are inputed to the data acquisition computer. 

An LDV system operating in the front-scattering mode was 
used to measure fluid velocities. To resolve the sign of the 
velocity, a very accurate Bragg cell driver (better than 5 ppm) 
was developed and built. To avoid multiplex signals from the 
same particle, an arbitrary time delay between signals can be 
imposed in the data acquisition software. s 

The LDV system is traversed across the transparent win­
dows on motorized traverse mechanisms. Two mechanisms 
are necessary: one for the transmitter and the other for the 
receiver. Traverse position is tracked 'with, digital counters 
with a resolution better than ± 0.001 in. 
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Fig. 2 Schematic of dye flow visualization in the unconstrained cavity 

Temperature measurements were performed with thirty 
copper-constantan thermocouples (gauges 30 to 36) 
distributed in the aperture (18), plate (5), and boundary layer 
(7). The thermocouples are connected to an electronic 
scanner-linearizer-digitizer interfaced to the data acquisition 
computer. The thermocouples are periodically calibrated 
against NBS certified thermometers ( ± 0.05 C), both in a 
calibration tank and in situ. Temperature accuracy of ± 0.1 C 
is obtained with this arrangement. Qualitative information of 
the temperature fields was obtained with a wave shearing 
interferometer. 

3 Description of Experiments 

Two cavity geometries were studied. The first corresponded 
to a cubic cavity with an unrestricted aperture (aperture ratio: 
1); in the second, the aperture was restricted with flaps ex­
tending from the top and bottom walls, leaving an effective 
aperture of half the size of the side of the cavity (aperture 
ratio: 0.5). In either case, only the wall parallel to the aperture 
was heated, and that heated wall was kept in the direction of 
the gravity force (inclination angle = 0). 

As described earlier, the cavity was centered in the tank 
which was full with water. The water was filtered, then seeded 
with 3-fim polyvinyltoluene particles and then allowed to 
come to rest. At a time selected as zero, the heaters on the 
back of the aluminum plate were turned on, and a short time 
thereafter (about 2 min) the plate temperature was 
established. Constant wall temperature boundary conditions 
were imposed throughout the experiments. Temperature 
differences between the plate (wall temperature) and the 
initially cold fluid, between 2°C and 13°C were established 
(Ra = 3 X 101 0 to2 x 10"). 

N o m e n c l a t u r e 

F0 - Fourier number = ~ ~ 

g = acceleration of gravity 
k = thermal conductivity 
/ = length from bottom of heated plate 

L = length of heated plate 

Nu/ = Nusselt number = 
kf(Tw-TB) 

q = heat flux 

Ra, = Rayleigh number = ^AL^ZlA 
vfaf 

T = temperature 
u = velocity in the .x-direction 

uc = characteristic convection velocity, uc = gfffL(Tw -

Three types of experiments were performed. The first 
employed a dye (malachite green in a solution of water and 
alcohol) to visualize the flow field in particular at the aper­
ture. The second used a wave shearing interferometer to 
visualize the temperature gradients. In the third type of ex­
periment the velocity of the flow was measured with laser 
Doppler velocimetry (LDV). Initially, the LDV system was 
placed at a predetermined position where transient velocities 
were to be measured. After a steady state velocity condition 
was reached, the probe volume of the LDV was translated to 
resolve velocity profiles at various locations throughout the 
cavity. In all three cases, the temperature of the ther­
mocouples and the power into the heaters were recorded as a 
function of time. 

4 Results and Discussion 

4.1 Unconstrained Cavity Case (Aperture Ratio of 1). The 
general characteristics of the flow areas follow: When the 
temperature of the vertical plate is raised to Tw, the fluid rises 
and is turned outward by the pressure gradient imposed by the 
top. For the Rayleigh numbers employed in these ex­
periments, a boundary layer-type flow is established near the 
plate and the flow ascends for about 90 percent of the length 
of the heated plate before it is turned by the top wall. Con­
siderable mixing was observed in this top corner region as the 
flow turns outward. This mixing region could be laminar or 
turbulent (as will be quantified later), depending on the 
Rayleigh number. 

The hot flow then followed the top wall and escaped to the 
tank (atmosphere). In the process of running along the top 
wall, the flow became laminar again and well-defined laminar 
streamlines were observed near and at the aperture. Sur­
prisingly, it was observed that a large portion of the incoming 
flow entered right below the escaping flow, forming a shear 
layer near the top of the aperture. This shear layer was more 
pronounced for high Rayleigh numbers. Visualization studies 
of this unconstrained case showed that the flow was two 
dimensional in nature. 

Dye patterns of the incoming flow (Fig. 2) show that the 
streamlines are almost parallel and horizontal, and that this 
flow is entrained all the way into the plate and fed to the 
boundary layer. This phenomenon may be consistent with an 
increase of flow entrained into the boundary layer as it turns 
turbulent. However, it needs to be investigated and quan­
tified. 

x = distance from heated plate 
X = x-direction length of top wall 
y = distance from top wall or top of aperture 
Y = length of cavity or aperture in ^-direction 

Symbols 

a = thermal diffusivity 
/3 = volume expansion coefficient 

6 = dimensionless temperature 6 = — 
Tw — TB 

v = kinematic viscosity 
Subscripts 

B = bulk or far field property \ 

/ = fluid property, evaluated at Tj =} 

w = hot wall 
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Fig. 3(b) Normalized velocity profile at x/X = .75 for the un­
constrained cavity (Y/L = 1.0), uc = 14.2 cm/s 

4.1.1 Velocity Profiles. Figures 3(a) and (b) show 
normalized velocity profiles for the unconstrained cavity at 
steady-state conditions defined by no appreciable change in 
the velocity profile. These profiles quantitatively confirm the 
flow behavior seen in the flow visualization studies which 

A Fo = 0.07 x 10" 

O Fo = 0.67 x 10~ 

Kl Fo = 1.69 x 10 

D Fo = 5 .06 x 10~ 

J> Fo = 8 .78 x 10 

Fig. 4(b) Dimensionless temperature profiles at the aperture plane as 
a function of Fourier number, Ra = 1.5 x 10 \ 

show the presence of a shear layer near/the top of the aperture 
(Fig. 2). Figure 3(a) compares the velocity profiles at the 
aperture for both high and low Rayleigfy numbers. In both 
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cases, the inflection to negative velocities occurs at y/ Y= .055
to .060. Integration of this region shows a normalized volume
flow rate per unit width

fY;Yl
inr. u/ucd(y/Y)

Jy;Y=o

of 3.00 x 10- 3 for Ra L "d.5xlO ll , and 2.86 x 10- 3 for
RaL =:. 3.7 X 10 10 , a difference of less than 5 percent.

An important difference between the high and low Rayleigh
number cases is the profile of the incoming flow. The low
Rayleigh number case shows a slower and more uniform
profile throughout the aperture, while the high Rayleigh
number case has a stronger negative velocity region which
ends at y / Y=:. .22. Velocities below this point were generally
too small to resolve with the LDV. Dye studies both inside the
cavity and at the aperture showed either a very slow negative
velocity or slow oscillations about zero velocity regions below
y / Y> .3. Integration of the volume flow rate from y / Y= 0 to
Y / Y =.3 shows that an average inward velocity it =:. .02 cm/s
(for either Rayleigh number) would be required throughout
the remainder of the aperture to satisfy continuity. This
velocity was below the resolution of our present LDV system.

Figure 3(b) shows the velocity profile of the high Rayleigh
number case at x/X= .75. Note how the inflection point
decreases with increasing X (y/Yl inf.=.06l at x/X=.75,
y/Ylinf. =.055 at x/X=1.0). The same effect is observed in
the location of the maximum velocity (y/ Y Imax = .022 at
x/X=.75, y/Yl max = .003 at x/X= 1.0), while its magnitude
increases from u/uc =.070 at x/X=.75, to u/uc =.116 at
x/X = 1.0. The velocity increases because the flow is being
squeezed as it turns sharply upward when it reaches the
aperture plane.

4.1.2 Transition to Turbulence. Dye experiments for
several wall temperatures were performed at the boundary
layer. The dye was introduced at 1/L - 0.3 and was observed
as it ascended along the vertical plate. Fourdim:rent Til' were
imposed corresponding to Ra L = 3 x 10 10 , 9 X10 10 , 1011, and
1.5 x 1011. The first indications of disturbance were observed
at a local Rayleigh number Ra, = 2 x 10 10 to 3 X 10 10 • Vortex
streets were initiated at Ra, - 4 x 10 10, and complete tur­
bulence was observed at Ra; = 7 x 10 10 to 9 X10 10 • These
results are consistent with those reported by the Lawrence
Berkeley Laboratory [3], using a different configuration.
They indicate that the transition to turbulence in enclosures is
not well understood since many authors are still basing this
transition on vertical flat plate data (Rat about 109 ). The
aspect ratio will also affect the transition to turbulence;
however, these studies remain to be conducted.

336/ Vol. 106, MAY 1984

Fig.6 Interferograms of thermocline In constrained cavity: Rat = 1.5
x 1011

4.1.3 Temperature Profiles. The time history of the
dimensionless temperature profiles at the aperture plane are
shown on Figs. 4(a) and 4(b) for the Rayleigh numbers of 3.7
x 10 1o and 1.5 x 1011.

The temperature profiles of either the high or low Rayleigh
cases have a similar shape but they reflect a continuous in­
crease in temperature. This behavior is more pronounced at
the high Rayleigh number. In addition, for the high Rayleigh
number case, temperatures larger than ambient are observed
below the velocity inflection plane, except at very early times.

Several effects can be responsible for these results. Con­
vective mixing through the shear layer of hot exiting flow and
cold entraining flow can have a strong influence. Also
important is the stratification of the water in the tank due to
the accumulation of hot flow leaving the aperture and changes
in the room temperature.

A thermal analysis indicates that for Ra=1.5\x 1011, the
thermocline of the tank will descend tq the top o.f the cavity
after Fo=8.5X 10- 4 (90 min). This limits the'time for data
acquisition in a stable environment for thi~ Rayleigh number
to about one hour per run. This time is larger for lower
Rayleigh numbers. "
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4.1.4 The Nusselt Number. As described earlier, five 
independent heating circuits are used to heat the plate to a 
constant wall temperature boundary condition. The power 
input to each individual circuit is measured and corrected for 
losses in the line. A straightforward conduction analysis was 
used to estimate the heat losses through the insulation and 
ends of the plate. The results indicated that they could be 
neglected. 

The Nusselt number was then computed using the ex­
pression A / 

Nu,= ^ 
kf(Tw-TB) 

where qwi is the average heat flux output of each circuit, /, 
and /,• is the average height of this circuit measured from the 
bottom of the heated plate. 

The results are shown in Fig. 5, where the local Nusselt 
number is plotted as a function of the local Rayleigh number. 
Note that near the bottom, the slope is close to the one 
predicted for vertical flat plates (NU, ~Ra, 0 2 5 ) . For l/L = 0.7, 
a more erratic behavior was observed which is partly due to 
the transition to turbulence. At l/L = 0.9 both the value and 
slope of Nu changed dramatically. Two phenomena are in­
fluencing this behavior. First the flow (except for the lowest 
point) was typically turbulent in this region. Second, the hot 
mixing region near the top helped reduce the heat flux into the 
fluid resulting in a lower Nu for the same Ra. That is this top 
region is affected more by recirculation than the lower 
regions. 

4.2 Constrained Cavity Case (Aperture Ratio of 
0-5). Flaps on the top and bottom of the aperture were 
added to produce a central opening with an aperture ratio of 
0.5. The same Rayleigh numbers (based on length of heated 
plate) were run for this case. It was observed with the dye 
patterns that initially the flow is highly three dimensional. 
Three regimes were established as a function of time. Initially, 
the flow following the top wall bounces back from the upper 
flap and a slow oscillatory motion is generated. As more hot 
fluid is driven by the hot plate, a thicker region of,hot fluid is 
accumulated on the top. The flow impinging on the top flap 

-.010 
i — 

,005 0 
-1h 

0,1 

<3 

0,3 

,005 ,010 
- | — ^ p 

M 
T 
^ 

_L 
-.010 -.005 

Fig. 7(b) Normalized velocity profile at x/X = .25 fc 
cavity (Y/L = 1.0), RaL = 2.2 x 101 1 , uc = 16.9 cm/s 
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divides into two large swirls almost horizontal to the top wall. 
The swirling flows descend slowly due to the presence of the 
cooler side windows and the hotter fluid displacing them. A 
large double vortex is thus established on the top, and it keeps 
on rotating as a thermocline grows on the top. At the aperture 
plane, the velocity profile experiences oscillations at the early 
times, and then it is shaped similarly to the unconstrained 
case. 

After an extended period of time, almost stagnant hot fluid 
fills the top of the cavity to the bottom of the upper flap. 
Interferometric measurements at this plane (Fig. 6) show the 
sharp change experienced by the temperature profile just 
below the region of exiting flow. This is evidenced by the 
changes in the fringe shape. Coarsely spaced fringes 
correspond to constant temperature fields. As hot fluid ac­
cumulates on the top, it deflects down the ascending boundary 
layer flow. This effectively reduces the aspect ratio and forms 
a well-defined (by the bottom of the upper flap) thermocline. 

4.2.1 Velocity Profiles. Figures 7(a) and (b) show 
normalized velocity profiles for the constrained cavity during 
steady-state velocity conditions. Profiles of the initial tran­
sient flow regime and the double-vortex regime are not 
reported. Unlike the unconstrained cavity flow, which was 
two dimensional, the constrained cavity flow was observed to 
be significantly three dimensional in nature, even during 
steady-state conditions. The velocity profiles reported are for 
the center plane of the cavity width. Therefore, the quan­
titative values of velocity and the position of velocity in­
flection reported are not applicable to the entire cavity width. 

Figure 7(a) compares the velocity profiles ih the middle of 
the aperture for two Rayleigh numbers. The geperal behavior 
of the flow at the aperture plane is\ similar to that of the 
unconstrained cases; a small region of dxiting flow at the top 
of the aperture, a shear layer caused by the incoming flow 
directly beneath the exiting flow, and maxjmum incoming 
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Fig. 8 Variation of local Nusselt number with local Rayleigh number 
at various heights (///-) for the constrained cavity 

velocities in a region immediately below the shear layer. The 
constraining flap has caused a significant reduction in the 
momentum of the exiting flow, with a decrease in the 
maximum exiting velocity from u/uc = .130 to u/uc = .073 for 
the low Rayleigh number case and from u/uc = .116 to 
u/uc =0.5 for the high Rayleigh number case. 

The constrained profiles show similar trends to those found 
in the unconstrained profiles for the high and low Rayleigh 
number cases. That is, for the high Rayleigh number case, 
most of the incoming flow occurred between y/Y= .036 and 
y/Y= .230. Velocities below this region were unresolvable by 
the LDV and appeared to be slightly negative, or to fluctuate 
about zero. Notice that integration of the velocity profile at 
any aperture plane is meaningless because of the three-
dimensional characteristics of the flow. 

For the low Rayleigh number case, small incoming 
velocities of u/uc = .002 to .003 were measured from yl Y= .3 
down to y/Y=. 95. This requires a significant amount of 
exiting flow to be present at other planes in the cavity width to 
satisfy continuity, again pointing out the three-dimensional 
aspects of the flow. Note that the low Rayleigh number un­
constrained cavity flow also demonstrated incoming velocities 
in the lower aperture region, and this effet does not appear to 
be as strong for the high Rayleigh number flows. 

A complex velocity profile can be observed in Fig. 7(b). The 
upper portion corresponds to the hot boundary layer flow that 
penetrated the thermocline and moves along the top wall. The 
lower portion is characteristic of the shear layer, which is felt 
even close to the hot plate. A similar inflection in the velocity 
at y/Y=.215 was observed at x/X=.15, which indicates a 
horizontal entraining velocity from the aperature to the 
heated plate. Furthermore, flow visualization outside of the 
cavity showed that the incoming velocity was also traveling 
following a horizontal trajectory. As indicated, there is 
evidence of movement throughout the entire cavity with some 
small regions remaining almost stagnant. This has an effect in 
the heat transfer coefficient as will be discussed next. 

4.2.2 The Nusselt Number. The local Nusselt numbers 
are plotted on Fig. 8 as a function of the local Rayleigh 

number. The results except near the top are almost identical to 
those of the unconstrained case. The total heat flux to the 
vertical wall was measured for the constrained and un­
constrained apertures for four different wall temperatures. 
The results indicated a reduction of about 10 percent in the 
constrained case. This reduction is surprisingly small and 
could be attributed to the high Pr of the fluid. The slopes of 
the Nusselt numbers are also almost identical to those of Fig. 
5. 

It is expected that the heat transfer will be further reduced 
using smaller and/or off-centered apertures. However, this 
reduction will be limited because of the ability of the boun­
dary layer flow (due to its large momentum) to penetrate and 
disrupt the thermocline. 
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Experimental Study of Three-
Dimensional Natural Confection 
High-Rawleiah Number 
Natural convection in buildings is characterized by three-dimensional flow at high 
Rayleigh numbers (Ra ~ 10'°). At present, little is known about natural con­
vection heat transfer in this regime, although a better understanding would allow 
more energy efficient usage of buildings. This paper presents results from the first 
phase of an experimental program aimed at improving our understanding of heat 
transfer and airflow in buildings. The experimental apparatus consists of a cubical 
enclosure filled with water in which each wall may be heated or cooled in a con­
trolled manner. A transparent, adiabatic top and bottom provide flow visualization 
capability. Average heat transfer coefficients for the walls have been measured for 
several configurations of heating and cooling of the vertical isothermal walls. A 
unified Nu-Ra correlation has been computed which collapses the heat transfer 
coefficients of the various configurations to within 5.7 percent. The heat transfer 
and flow visualization results indicate that even at Rayleigh numbers as high as 6 x 
10'°, the heat transfer mechanism is laminar boundary-layer convection from one 
wall to the bulk fluid. 

Introduction 

In this paper, we address the problem of three-dimensional 
natural convection in enclosures with differentially heated 
vertical walls at high Rayleigh numbers. The particular ap­
plication of interest is passive solar heating and cooling of 
buildings, although the experimental data should be useful in 
many other applications as well. These include cryogenic 
storage tanks, building fires, nuclear reactor cooling, and 
solar cavity receivers. In addition, the data should be useful in 
three-dimensional numerical code validation and in deter­
mining the validity of the assumption of two-dimensionality 
in previous experiments. 

The objective of the research is to determine the natural 
convection flow patterns and heat transfer coefficients 
between heated and cooled vertical walls in a cubical en­
closure. This problem involves three-dimensional flow bet­
ween perpendicular walls, as well as across parallel walls. 

Natural convection heat transfer across fluid-filled en­
closures has been the subject of many analytical, numerical, 
and experimental investigations. The flow regimes in the two-
dimensional problem involving heat transfer between two 
parallel walls were first delineated by Batchelor [1] using a 
Rayleigh number criterion, and subsequently confirmed by 
Eckert and Carlson [2]. At Rayleigh numbers greater than 104 

and aspect ratios near 1, the laminar boundary layer regime 
exists. The heat transfer mechanism is convection in boundary 
layers along the vertical walls surrounding a core region. The 
core region is relatively inactive, is isothermal in the 
horizontal direction, and has a linear temperature gradient in 
the vertical direction. Elder [3, 4]- and Gill [5], for A, aspect 
ratios > 1 , where the aspect ratio is the ratio of enclosure 
height to length, have shown there is entrainment between the 
hot and cold wall boundary layers, due to the top and bottom 
surfaces of the enclosure, resulting in stable thermal 
stratification of the core. In addition, their results show that 
the boundary layer heat transfer is only weakly dependent on 
the Prandtl number of the fluid in the enclosure. 

As the Rayleigh number is increased, the thickness of the 
velocity and temperature boundary layers decreases, since the 
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boundary layer thicknesses are proportional to AlM Ra~1/4. 
Bejan [6] has extended Gill's laminar boundary layer solution 
for A > 1 to predict heat transfer rates. The resulting 
equation, valid as A Ra1/7 - co is Nu = 0.364 A~W4 Ra1/4. 
Simpkins and Dudderar [7] have experimentally checked 
Gill's boundary layer analysis for 0.25 < A < 9. An ap­
proximate boundary layer analysis for aspect ratios > 5 was 
performed by Raithby et al. [8, 9], and an integral boundary 
layer analysis has been performed by Emery and Chu [10]. 
For a fluid with a Prandtl number of 3.5, the Raithby-
Hollands analysis predicts Nu = 0.335/1 ~1/4 Ra1/4. In 
summary, the previous boundary layer analyses for A > 1 
predict Nu = (.3 to A) A-[/A Ra l / 4 . For turbulent flow, the 
Raithby-Hollands analysis predicts Nu = 0.044 Ra1/3. The 
two foregoing predictions are plotted in Fig. 1 for A = 1. 

Numerical results for aspect ratios between 1 and 20, and 
Grashof number < 105 have been presented by Newell and 
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Fig. 1 Compilation of two-dimensional high Rayleigh number data 
and comparison with present results 

Raithby-Hollands laminar boundary layer theory (9), A = 
Pr = 3.5 v 

Raithby-Hollands turbulent boundary layer theory (9), A 
1,Pr = 3.5 i 1 
Gadgil numerical analysis (23), X = 1, Pr = 0.7 
Bauman et al. (27), A = 0.5, Pr = 315 
Nansteel and Greif (29), A = 0.5, Pr = 3*5, 
Burnayetal.(18), vA = 1, Pr = 0.7 
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Schmidt [11] for aspect ratios between 0.1 and 20, by Boyack 
and Kearney [12] and aspect ratios between 0.05 and 1, and 
Ra < 106 by Inaba et al. [13]. Numerical results for Ra < 107 

and aspect ratios of 1, 5, and 10 have been computed by 
Strada and Heinrich [14]. The numerical results predict a 
maximum Nusselt number near an aspect ratio of one, and as 
the aspect ratio approaches zero or infinity, the Nusselt 
number approaches unity, a trend also noted by Bejan [15]. 
Also, as the Rayleigh number is increased, the aspect ratio at 
which the maximum Nusselt number occurs decreases. In 
Inaba's [13] numerical analysis, the aspect ratio at which the 
Nusselt number was a maximum decreased from A = 1.7 at 
Ra = 104 to A = 1.2 at Ra = 105. Bejan [15] predicted that 
the maximum Nusselt number would occur at A = 0.4 for Ra 
= 10 6 M = 0.25 to Ra = 107; and A = 0.18 at Ra = 108. 
The data (from an experiment with A =0 .5) plotted on Fig. 1 
follow the same trend, since they lie above the A = 1 
predictions. 

Limited two-dimensional experimental data exist for Ra > 
108 and A near 1. MacGregor and Emery [16] found ex­
perimentally for constant heat flux conditions and aspect 
ratios from 10 to 40 that Nu = 0.42 A -°-3 Pr0-012 Ra1/4 for 3 
x 104 < Ra < 3 x 106 and Nu = 0.046 Ra1/3 for 3 x 107 < 
Ra < 109. For the aspect ratios of their experiment, they 
determined that the transition from fully laminar to fully 
turbulent boundary layer flow occurred in the range of 
Rayleigh numbers from 3 x 106 to 3 x 107. Dropkin and 
Sommerscales [17] reported experimental results for Rayleigh 
numbers from 5 x 104 to 7.2 x 108. Experimental data for 
air in a square enclosure with Rayleigh numbers from 1.2 x 
108 to 1.7 x 108 have been presented by Burnay et al. [18]; 
however, the precision of their results is suspect since the 
correction for radiation heat transfer was of the same 
magnitude as the natural convection heat transfer. 
Measurements and correlation equations have been published 
by ElSherbiny et al. [19] for A > 5, and Rayleigh numbers 
from 102 to 2 x 107. 

Increased attention has been focused recently on natural 
convection heat transfer in rectangular cavities with aspect 
ratios less than one. Bejan and Tien [20] have predicted that 
for 0.1 < A < 1, Nu = 0.623 A ~2/s Ra l / s . Shiralkar et al. 
[21] analytically and numerically show that for laminar flow 
and A < 1, as Ra - oo, Nu - 0.354 Ra1/4. The exponent of 
the Rayleigh number was shown to be not constant, but a 
decreasing function of Rayleigh number. Analytical and 
numerical calculations were performed by Tichy and Gadgil 
[22] for .4 = 0.1, 0.2, and Ra > 106. Numerical results have 
been reported by Gadgil [23] for ,4 = 1 and 104 < Ra < 109, 
and are plotted in Fig. 1. 

Imberger [24] found experimentally that as Ra — °o, Nu — 
A Ra1/4 for A = 0.01, 0.02. Bejan et al. [25] reported that Nu 
= 0.014 Ra038 for A = 0.0625 and 2 x 108 < Ra < 2 x 109. 

Experimental results for the flow pattern in enclosures with 
aspect ratios between 0.1 and 10 have been reported by Sernas 
and Lee [26]. Experiments with a water filled cavity with A = 
0.5 an Prandtl number variation from 2.6 to 6.8 have been 
reported by Bauman et al. [27], Gadgil et al. [28], and 
Nansteel and Greif [29] for Rayleigh numbers from 1.6 x 10' 
to 1.1 x 10". The data points from [27] and [29] are plotted 
in Fig. 1. 

There are very few articles in the literature on three-
dimensional flow in enclosures with differential side heating. 
Mallinson and deVahl Davis [30] numerically solved for the 
laminar temperature and velocity fields in a cubical enclosure 
with adiabatic endwalls. The endwalls induced a double spiral 
motion in the core, and decreased the average Nusselt number 
by about 3 percent relative to a two-dimensional case. The 
endwall effect decreased with increasing Rayleigh number, 
from a 4.8 percent difference at Ra = 104 to a 2.6 percent 
difference at Ra = 106. This small effect shows that in the 
laminar boundary layer regime, the overall heat transfer is not 
very sensitive to the flow pattern in the core region. As the 
endwalls are moved from an endwall aspect ratio of 1 to 5, the 
endwall effect on the Nusselt number decreases from 4.2 
percent to 2.3 percent at a constant Rayleigh number of 1.5 x 
105. A numerical study of three-dimensional turbulent flow in 
a ventilated room was performed by Hjertager and 
Magnussen [31]. Gadgil [23] numerically calculated a hot wall 
average Nusselt number of 145 for a cube with one of its 
vertical surfaces maintained at a uniformly higher tem­
perature than the other five surfaces at Ra = 1.15 x 1010. 
Morrison and Tran [32] measured the effect of endwall 
conduction on the velocity and temperature profiles for A = 
5, and Ra = 5 x 104. A literature search did not reveal any 
results for perpendicular vertical walls. 

Description of the Experiment 

The test cell, Fig. 2, is a cubical enclosure, interior 
dimension 30.5 cm, constructed of eight 1.27-cm-thick 
aluminum plates. The four inner plates overlap one another 
and are screwed together with a neoprene gasket to form the 
enclosure. The four outer plates provide heating and cooling 
to the four enclosure walls as shown in Fig. 3. The outer plates 
are sealed and bolted to the inner plates. 

Three of the walls have a centered thermocouple located to 
within 3 mm of the enclosure inner surface. The fourth wall 
has eight such thermocouples. These thermocouples are 
located on a horizontal line 5 cm above and 5 cm below the 
wall center and spaced on 5 cm centers from the wall vertical 
centerline. The wall thermocouples (copper-constantan) 
indicate the average wall temperature and spatial variation of 
the wall temperature across the plate. The spatial variation 
was less than 10 percent (typically 5 percent) of the overall 

N o m e n c l a t u r e 

A — 

8 

A = aspect ratio, height to 
length ratio of a two-
dimensional enclosure 
area of enclosure wall 
(cm2) 
acceleration of gravity 
(cm/s2) 

H = height of a two-dimen­
sional enclosure (cm) 

h = average heat transfer 
coefficient of enclosure 
wall =Q/AW\T„-Tb\ 
(W/cm2oC) 

k = thermal conductivity of test 
cell fluid (W/cm°C) 

L = plate spacing of cubical 
enclosure (cm) 

m = exponent of Ra ( - ) 
Nu = Nusselt number = hL/k 

( - ) 
Pr = Prandtl number of test cell 

fluid ( - ) 
Q = heat transferred to or from 

wall (W) 
Ra = Rayleigh number = 

gi3ArZ,3Pr/; /2(-) 
T = temperature (°C) 

Subscript 
b = 
c = 
h = 

H = 
x = 

w = 

bulk 
cooled wall 
heated wall 
based on height dimension 
based on distance from 
leading edge 
wall 

Greek Symbols 
0 = 

Ar0 = 

v = 

coefficient \ of thermal 
expansion (°C~') 
overal| temperature dif­
ference = Th-Tc(°C) 
kinematic viscosity 
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Fig. 2 Diagram of the cubical enclosure test cell. Interior dimensions 
of the cube are 30.5 cm. 

Thermocouple C 

Pump 

Cooler/ 
Heater 

- t x -
Water 
Return -

Fig. 3 Diagram of the cooling/heating circuits 

temperature difference, Th — Tc. Therefore, the heated and 
cooled walls may be considered isothermal. 

For flow visualization purposes, the top and bottom of the 
enclosure consists of 1.27-cm-thick lucite plates screwed to the 
top surface of the inner plates with a neoprene gasket. The top 
plate has four compression fittings with rubber septums that 
allow hypodermic tubing to be inserted into the test cell. 
Diluted food coloring is used as the dye and injected through 
the hypodermic tubing into the test cell. The dye is injected 
through a micrometering valve for flow control at ap­
proximately 5 cc per hour flow rate. Total volume of injected 
dye for a typical 1-hr experiment from all four dye ports is 
therefore about 0.8 percent of the cell volume. Dye velocity at 
the tip of the needle is less than 3 mm/s, which is much less 
than flow velocity in the boundary layers and roughly the 
same as the core velocities. When the probe is inserted more 
than 10 cm into the cell, heat transfer from the dye, as it 
flowed through the needle to the test cell, appeared to bring 
the dye to thermal equilibrium with the test cell water. For 
insertions of less than 10 cm, the buoyant effect on the dye 
could be seen as it exited the tip of the needle. Under these 
conditions, the dye drifted upward (or downward in warm 
regions) for about 1 cm before appearing to move with the 
local flow. When dye was injected into the boundary layer, 
the probe was adjusted to approach the wall obliquely to 
create minimum flow disturbance, see Fig. 6. Although this 
method of flow visualization is far from ideal, it does offer 
many advantages and is very simple to implement. 

The four aluminum test cell walls are insulated with 
urethane foam board insulation 8.3 cm thick, thermal 
resistance 4.6°C m 2 /W. Heat loss from these four walls is 
estimated to be about 0.1 percent of the total heat transferred 

from the walls. The estimate is based on the wall temperature, 
the outer surface temperature of the insulation, and the 
thermal resistance of the insulation. Loss from the lucite top 
(which was usually not insulated) is estimated to be about 0.5 
percent. This estimate was made from the highest temperature 
on the outer surface of the plate, ambient temperature and an 
assumed natural convection coefficient of 6 W/m2 °C. The 
bottom lucite plate operates near ambient temperature and 
losses from that plate are estimated to be less than 0.2 percent. 
Therefore, the test cell top and bottom may be considered 
adiabatic. Heat transferred from a hot wall to a cold wall 
through the neoprene insulation is estimated to be about 0.8 
percent. 

Cooling or heating of the four enclosure walls is ac­
complished by pumping water through milled channels in the 
four outer aluminum plates, Fig. 3. Hot water is supplied by a 
6-kW in-line electric heater, and a domestic hot water tank is 
used to store and buffer the hot water before it is pumped to 
the heated enclosure walls. The in-line heater is controlled by 
a proportional temperature controller that senses the water 
temperature as it leaves the hot water tank. In this way, water 
temperature delivered to the heated plates is controlled to 
within ± 1/4°C. Cold water is supplied by pumping the water 
through a tank that contains a heat exchange coil. By 
pumping cold tap water through this coil, cold water delivered 
to the cooled enclosure walls is also controlled to ± 1/4°C. A 
fitting at the channel inlet provides water inlets and outlets 
and fittings for insertion of a thermocouple in the inlet flow, 
an RTD probe in the inlet flow and a second RTD in either the 
inlet or outlet flow. This arrangement is used to measure the 
change in cooling or heating water temperature in the four 
walls. The RTD probes are placed in opposite arms of a 
Wheatstone bridge in such a way that the nominal probe 
resistance, 100 ohm, is cancelled and a bridge output voltage 
proportional to the temperature difference measured with this 
technique was determined by calibration to be ± 1 percent for 
temperature differences greater than about 0.2°C. 

Cooling and heating water flow rates, nominally 500 kg/hr, 
are measured with rotameters. These were calibrated by the 
stopwatch-and-bucket method to within ±0.5 percent for 
temperatures near ambient. For the highest temperatures the 
walls are operated, about 65°C, the flow meters tended to 
read high by about 2-3 percent, in addition to a decrease of 
approximately 1.5 percent in the water density (from 30 to 
60 °C). Partially offsetting those two errors is an error that 
increases to about 2 percent at 65 °C due to nonlinearity of the 
temperature difference measuring method. 

Frictional heating in the cooling/heating channels is 
responsible for about a 1 percent decrease (increase) in the 
magnitude of measured heat transfer from (to) the hot (cold) 
walls. An approximate error analysis based on all four 
sources of error, suggests that the heat transfer measurement 
for each wall is accurate to ±2 percent. Data are not 
corrected for conduction through the neoprene gasket from a 
hot wall to a cold wall (about 0.8 percent), nor for radiation 
heat transfer from the hot wall to the cold walls (about 1.6 
percent). Overall heat balances in the test cell (total measured 
heat transfer from hot walls minus total measured heat 
transfer to the cold walls divided by total measured heat 
transfer from the hot walls) is typically better than ± 2 per­
cent, although for low Rayleigh number tests (less than 0.5 x 
1010) this increased to ±4 percent. Overall heat transfer 
measurement is expected to be within ± 5 percent of the actual 
convective heat transfer from each wall. 

The working fluid in the test cell is de-ionized water. To 
eliminate the formation of air bubbles in the test cell, the 
water was brought to a slow boil for^two hours, allowed to 
cool, then poured slowly into the cell. W^ater used for diluting 
the food coloring dye is treated similarly. The test cell was 
carefully leveled with a bubble-type machinists level. Thermal 
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(2)

expansion of the test cell water is accommodated by a small
expansion tank held about 20 cm above the test cell and
connected by flexible tubing to the cell.

Properties of the water (thermal conductivity, dynamic
viscosity, density, coefficient of thermal expansion) in the test
cell are calculated at a temperature equal to the average of the
four heated/cooled wall temperatures, referred to as the bulk
temperature, Tb . Specific heat was taken as constant (4. 19
J/gm°C). The length scale used in calculating the Nusselt
number and Rayleigh number is L = 30.5 cm and, the area
used to derive the heat transfer coefficient is A w = 930 cm2 •

The temperature difference used in deriving the Rayleigh
number is the difference in temperatures of the hot and cold
walls, i.e., the overall temperature difference.

g(3/lToL 3

Ra= 2 Pr (1)
p

The temperature difference used to calculate the heat transfer
coefficient is the difference between the wall temperature and
the bulk temperature

Nu= hL h= Q
k A w ITw - Tb I

The four possible different configurations of heated/cooled
walls were tested. These are denoted by CHCC, HHCC,
HCHC, and HHHC. Here, H refers to a heated wall and C
refers to a cooled wall. The wall with eight thermocouples is
called wall #1 and is listed first in this scheme. Thus the first
series of runs involved wall #1 being cooled, a heated wall
adjacent to wall #1, a cooled wall opposite wall #1, and the
remaining wall also being cooled.

For each configuration, at least 24 hours is initially allowed
to reach steady state. The hot wall temperatures are set to
produce several different Rayleigh numbers from 0.3 to 5.0 X

1010 with at least 3 hrs allowed to reach steady state between
Rayleigh number settings. Steady state is indicated by a steady
temperature difference (for constant flow rate) in the heating
and cooling water for each wall, i.e., constant wall heat
transfer. Generally, the first Rayleigh numbers run are in the
middle of the range, then the higher ones are run in increasing
order, then Rayleigh numbers decreasing below the first one
tested. Results did not vary significantly with the order of
testing, however. The Prandtl number varied from about 3.5
to 6 due to variation in the bulk temperature.

At the end of this series of four configurations which
spanned a period of about one month, HCCC was run to
compare with the first configuration, CHCC. The results for
the hot wall for both configurations agreed to within ± 5
percent for tests at three Rayleigh numbers ranging from 0.46
to 2.7 x lO lD

•

Results

Flow visualization experiments confirm the existence of a
relatively inactive core region for all configurations. A unique
core flow pattern is set up for each configuration. An example
is shown in Fig. 4 for the configuration HCHC at Ra = 2.9 x
1010. In Fig. 4, dye is injected at a point about halfway be­
tween the top and bottom of the test cell through the port near
the top of the photograph. The dye stream moves toward the
warm wall, where it apparently splits. A small part of the
stream seems to be entrained by the boundary layer as it
moves vertically up the wall to approximately 2 cm below the
top of the cell. At this point, the dye stream separates from
the wall and disperses. The part of the stream moves in a
helical pattern, clockwise viewed from above. (A shadow of
the upper portion of the helix is projected on the cold wall.)
At least one complete rotation of the helix is visible before the
dye becomes too diffuse to be clearly seen. Even a portion of
the first rotation near the wall is difficult to see. By symmetry,
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Fig. 4 Flow visualization for the configuration HCHC at Ra = 2.9 x
1010

Fig. 5 Flow visualization for the configuration CHCC at Ra = 3.6 x
1010

we assume the core flow consists of four such helices with the
direction of rotation alternating from corner to corner. Flow
velocity was not measured but was estimated by observing the
movement of the dye. In the core, the velocity is such that one
revolution of the helix in Fig. 4 required several minutes.
Velocity in the boundary layers is of the order of 1 cm per s. A
repeat of the visualization experiment shown in Fig. 4 for Ra
= 0.8 X 1010 did not reveal the helical flow in the core. This
change in the core flow could be related to a small change in
the heat transfer results which will be discussed later in this
section.

Figure 5 shows flow visualization results for the con­
figuration CHCC at Ra = 3.6 x 10 10

• The heated wall is near
the top of the photograph. The core flow is depicted by the
lower right dye probe, which is inserted to within 3 cm from
the cell bottom. The dye stream bends in toward the plane of
symmetry and impinges the heated wall normally before being
entrained into the boundary layer and flowing upward. From
the junction of the wall and the top, the dye proceeds across
the top in a similar curved path until it reaches the cooled
wall, where it flows downward with the wall boundary layer.
Weak cellular structures, not shown in this photograph, were
observed in the core near the top center of the two parallel
cooled walls. The volume near the intersection of the cooled
walls tends to be stagnant.

A cursory examination of the core temperature with copper
constantan thermocouples revealed stratification with a
nearly linear vertical temperature distribution and weak
variations in a horizontal plane, consistet;lt with previous
work in two dimensions [1, 2]. The tempen1ture distribution
varies from this linear profile near'the top and bottom of the
cell where heated fluid (top) or coole¢ fluid (bottom) flowed
in a boundary-layer-like flow to thetooled,or heated vertical
walls.
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The probe near the top left of the photograph injects dye
the heated wall boundary layer near the bottom of the cell

1 cm from the cooled wall. As seen in the photograph,
the dye stream moves vertically upward and does not appear

be affected by the presence of the nearby cooled wall. The
dye stream then moves diagonally across the cell top and
vertically down the cooled wall boundary layer about 1 cm
from the heated wall.

Also obvious in the photograph is the waviness on the
wall. The waves are made visible by a shadowgraph

and represent transition of the heated wall boundary
The waves appear to be of a well-defined, single

wavelenl[(th (about 1 cm) and are essentially two dimensional
nature. The waves appear to break near the top of the test

The boundary layer relaminarized after turning the top
Similar flow visualization experiments at lower Ra

than 1010) did not reveal these waves.
The waviness in the boundary layer occurred at local

Rayleigh numbers Rax ' estimated to be between 108 and 109 ,

g(3(Tw - T b )X3

Rax = 2 Pr
v

result is consistent with the experimental results by Elder
who gives the condition for the onset of boundary layer

as Rax = 3 x 108 (for aspect ratios between 9 and 27).
linear stability theory calculations of Hieber and Gebhart
predict the growth of traveling wave disturbances at Rax

3 x 106 Pr. The difference between the predicted and
"h"pr'vpn values is due to the vertical distance required for

amplification of a natural disturbance [34].
6 also shows waviness, this time towards the bottom

cooled wall. The probe near the upper right corner of the
injected dye directly on the wall. The dye stream seems to
into two streams, one moving in a straight vertical path
the other stream moving in a wavy pattern. Observation

the dye streams from the top of the cell indicated that the
stream was very close to. the wall, perhaps in the viscous

sutlla'l'er. and the second dye stream was further from the
about 1 mm and probably in the outer part of the

bOluncjal"V layer undergoing transition, thus explaining the

flow visualization results indicate that the inactive core
not play an important role in transferring heat from the

walls to the cooled walls. The heat transfer is ac­
cOlnplislled almost entirely by flow in the boundary layers up

heated walls, across the top, and down the cooled walls.
would then expect that heat transfer results would not be
sensitive to which walls are heated and which walls are

This is borne out by the measurements of the heat
coefficients for each wall. For example, the three cold

walls in the configuration CHCC have approximately equal
heat transfer coefficients, likewise, the three hot walls in the
configuration HHHC have approximately equal heat transfer
coefficients.

Initially, the heat transfer coefficients were calculated using
the overall temperature differences ATo • This yielded a larger
Nu (at fixed Ra) for a single wall of given temperature in a
configuration with three walls of given temperature, e.g., the
hot wall in CHCC had a Nu about three times that for the
cold walls. Since flow visualization studies showed that the
flow is essentially a boundary-layer flow that must be driven
by the temperature difference between the wall and the core, it
seemed more appropriate to use that temperature difference
to derive the heat transfer coefficient. The core temperature
was taken to be the bulk temperature, Tb , the average of the
four wall temperatures.

Results for the configuration HHCC are shown in Fig. 7.
The four points at each Ra represent the Nu for each of the
four walls. The difference in Nu for a given Ra for the walls is
quite small so the same symbol has been plotted in the figure
for all four points. Some fine detail is revealed for each wall
and for each configuration, although the correlation is ob­
viously of the form Nu - Ram. For example, in the con­
figuration HHHC, the Nu at Ra> 1010 tends to lie above a
correlation line passed through the higher Ra ~oints by about
12 percent. Since the core flow couJd weakly influence the
boundary layer flow, it is possible thqt this was du~ to the
observed change in the core flow pattern as)~a was increased
beyond 1010 as discussed in the first part oCtpis section. These

fl' ,
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details produce only minor variations in the Nu from an 
expected value (from a correlation equation for example) and 
should be the subject of further study. 

For developing a useful correlation of reasonable accuracy, 
data points for all walls and all configurations (416 data 
points) are plotted in Fig. 8. A regression analysis gave the 
correlation 

Nu = 0.620 Ra0-250 (3) 

for 0.3 < Ra < 6 x 1010. The standard deviation from this 
correlation equation is ±5.7 percent. Notwithstanding the 
transition to turbulence at the higher Ra as evidenced by flow 
visualization, the Nu data correlate well with a 1/4 power of 
Ra as predicted from laminar boundary layer theory. The 
power of the Ra in equation (3) was calculated from the 
regression analysis and is not an assumed value of 1/4. This 
further confirms that the heat transfer mechanism is laminar 
convection in the boundary layers along vertical walls 
surrounding the core region as observed by flow visualization 
and as previously discussed for two dimensional flow. Since 
transition occurs in a region where the local heat transfer 
coefficient is significantly less than the average value (due to a 
smaller local temperature gradient from the wall to the 
stratified bulk fluid) as discussed in [23], the effect of tran­
sition on the average Nu is suppressed. The Ra l / 4 dependence 
may be expected to hold until a substantial portion of the wall 
boundary layer is turbulent. Boundary layer waviness was 
observed in only the upper 1/3 of the hot wall for Ra>3 x 
1010 in these experiments. 

The leading constant in equation (3) is partially an artifact 
of the temperature difference used to calculate the heat 
transfer coefficient. The choice of wall-to-bulk temperature 
difference collapses all results to one correlation curve, 
equation (3), because the heat transfer mechanism is bound­
ary layer convection, and as demonstrated by the flow 
visualization experiment, the boundary layer flow is not 
disturbed by the presence of adjacent walls and is thus con­
figuration independent, at least for aspect ratios near one. 
Numerical results [23] show that the variation in heat transfer 
across the wall in the horizontal direction is negligible. This 
choice of temperature difference, however, requires some care 
when making comparison with previous work. If previous 
two-dimensional analyses and experiments has been based on 
the wall-to-bulk temperature rather than the overall tem­
perature difference, the coefficient of the Rayleigh number 
would double (since the bulk temperature is the average of hot 
and cold wall temperatures). From the discussion presented in 
the Introduction, most of the analyses and experiments would 
then yield Nu = (.6 to .8) Ra1/4. For comparison purposes, 
we have plotted in Fig. 1 Nu/2 for the present three-
dimensional work, i.e., Nu = 0.310 Ra0250, and that the 
comparison can be seen to be quite favorable with the two-
dimensional analyses and experiments (see Fig. 1). It should 
also be noted that the experimental (A = 0.5) data of [27] and 
[29] are slightly higher than the present results, as predicted by 
numerical results of [13] and [14]. 

Conclusions 

Flow visualization experiments and heat transfer 
measurements have been completed for three-dimensional 
natural convection in a cubical enclosure at high Rayleigh 
number, 0(1010). The test cell has an adiabatic top and bottom 
and isothermal vertical walls. Four combinations of heating 
and cooling the isothermal walls were tested. 

The flow visualization experiments verified the existence of 
a relatively inactive core surrounded by boundary layers on 
each of the four vertical walls. Transport of heat from the 
heated walls to the cooled walls is carried out by flow in the 

boundary layers. Relatively cool fluid near the bottom of the 
heated wall flows vertically up the heated wall absorbing heat 
from the wall. The boundary layer turns the corner at the cell 
top, and the heated fluid moves across the top to the cooled 
wall where the heat is given up in the reverse process. 
Boundary layers were observed to be essentially two-
dimensional, i.e., they were not affected by the presence of 
nearby perpendicular walls. 

Transition to turbulence was observed near the top 1/3 of 
the heated walls and near the bottom 1/3 of the cooled walls 
for the higher Ra. A waviness in the boundary layer consisting 
essentially of a single wavelength propagated along the wall 
until breaking near the top (bottom) of the heated (cooled) 
wall. The waves observed in the boundary layer were 
essentially two-dimensional, i.e., they extended across the 
wall from one edge to the other in a horizontal line. 

Heat transfer measurements consist of average heat 
transfer coefficients for each wall and for each of four 
configurations of heated wall and cooled walls. The Ra was 
varied from about 0.3 to 6 x 1010, and the Prandtl number 
was in the range of 3.5 to 6.0. Data were plotted in the form 
of Nu versus Ra on a log-log plot to reveal a straight line 
relationship. When heat transfer coefficients were based on 
the wall-to-bulk temperature difference, data for all walls and 
for all configurations collapsed to a single correlation 
equation, which agrees quite favorably with analyses and 
experiments in two-dimensional enclosures. The heat transfer 
mechanism is convection in the boundary layers that are not 
affected by the different core flows set up for the different 
configurations. The correlation indicates a laminar boundary-
layer flow heat transfer mechanism, even though transition to 
turbulence was observed in the higher Ra experiments. 
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Effects of Corona Discharge on 
Free-Conwection Heat Transfer 
nside a Vertical Hollow Cylinder1 

Vortex rolls induced inside a vertical hollow cylinder are found to increase the free-
convection heat transfer rate from the inside surface. The vortex rolls are induced 
by the corona wind generated between 0.05-mm-dia wire electrodes placed vertically 
on the inside surface of the vertical hollow cylinder. The increase in heat transfer 
rate is determined experimentally and is based on the heat input required to 
maintain the inside surface of the cylinder at constant temperature. The ex­
perimental results without corona discharge are compared with an analytical heat 
balance. A Mach-Zehnder interferometer is used for boundary layer visualization. 

Introduction 

Vortex rolls in forced flows have been shown to increase the 
heat transfer rate in a number of studies [1-4]. Similarly, in 
free convection, it has been shown that columnar, coun-
terrotating vortex rolls induced in the boundary layer will 
increase the heat transfer rate [5, 6]. DeGraaf and van der 
Held [5] obtained the vortex rolls through instability while 
Franke [6] induced the vortex rolls from the corona wind 
resulting from corona discharge on small diameter wires 
placed vertically on a phenolic flat plate. This latter study [6] 
described how the vortex rolls are formed by the corona wind 
and showed that the vortex rolls could more than double the 
free-convection heat transfer rate. 

A number of other studies have used electrostatic corona 
discharge and the resulting corona wind to increase the heat 
transfer rate (for example, [7-14]). Several of these studies 
involved induced secondary flows and longitudinal rolls 
[10-14]. Velkoff and Godfrey [10] found that streamwise 
secondary flow induced by corona electrostatic discharge 
enhanced the heat transfer as long as the stream velocity was 
on the order of the corona wind velocity or less. Velkoff et al. 
[11] also found that electrostatically induced longitudinal rolls 
in a channel increased the heat transfer and affected the 
pressure drop. Additional studies [12-14] have described the 
effects of ion motion on friction factor, velocity profile, and 
heat transfer for gas flowing in a channel. Also a number of 
references [15-21] are available that describe the corona wind 
phenomenon and how the corona wind is caused by migration 
of positive ions and collisions of these ions with neutral 
molecules of air. 

The purpose of this study was to extend the flat-plate study 
[6] to determine the effect of vortex rolls induced by the 
corona wind on the free-convection heat transfer rate on the 
inside surface of a vertical hollow cylinder. The specific 
objectives were: (/) to determine experimentally the increase in 
heat transfer rate at various electric field power levels and to 
compare the increase obtained with the power expended to 
effect the increase, (//) to obtain an analytical heat balance for 
the cylinder without corona discharge and compare with 
experimental results, and (Hi) to view the thermal boundary 
layers using a Mach-Zehnder interferometer. 

Experimental Apparatus 

The 0.127-m-i.d. by 0.26-m-long (5-in. by lO'/i-in.) hollow 

The views expressed herein are those of the authors and do not necessarily 
reflect those of the United States Air Force or the Department of Defense. 

Contributed by the Heat Transfer Division and presented at the ASME 
Winter Annual Meeting, Phoenix, Arizona, November 14-19, 1982. 
Manuscript received by the Heat Transfer Division January 7, 1983. Paper No. 
82-WA/HT-20. 

cylinder was constructed as shown in Fig. 1. The cylinder wall 
consisted of an inner surface of 3.18-mm (l/8-in.)-thick 
phenolic that was backed up by 16 gage aluminum. The 
aluminum sleeve was surrounded with Nichrome heater wires, 
insulating tape, and fiberglass insulation. The phenolic 
material was used for the inside surface to prevent the bare 
wire electrodes from shorting. The aluminum plate was used 
to provide a more uniform wall temperature distribution. 
There were four electrical heaters; each individually con­
trolled. The plate heater power was obtained from a 115-V, a-
c line, and power input measurements were made with a 
voltmeter and an ammeter. 

The 0.05-mm (0.002-in.)-dia wires used for corona 
discharge were placed directly on the phenolic surface. The 
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Experimental Procedures

The tests were run at a uniform cylinder wall temperature.
The inside wall temperature was stabilized at a predetermined
temperature above ambient by adjusting the power input to
the four individual heating elements. Temperature
stabilization was verified by serially polling the ther­
mocouples located throughout the cylinder and recording the
results on a strip chart recorder. When steady state was ob­
tained, heater power input readings provided the total heat
loss from the hollow cylinder under free-convection con­
ditions without corona discharge.

The electric-field strength on the wire electrodes was then
increased by raising the voltage on the positive wires. Corona
discharge occurred above a threshold value of voltage. At
each level of corona discharge, heater power input readings
were recorded after the inside wall temperature had stabilized
at the initial uniform temperature. The increase in heater
power required with corona discharge determined the increase
in heat transfer rate due to the corona wind.

By maintaining the temperature of the cylinder essentially
constant as the electric field voltage was increased, it was
assumed that all heat losses except the convection losses from
the inside wall remained essentially constant. Thus the in­
crease in convection losses along the inner wall was ap­
proximated by the measured increase in heater power input.

The tests were run at wall temperature differences relative
to ambient of approximately 6°C (11 OF), 16°C (29°F), 29°C
(53 OF), and 44°C (80°F).

were used to measure the temperature of the outer surface
(insulation) of the cylinder.

Figure 3 is a photograph of the test cylinder positioned in
the test section of the interferometer.

'""'Ii]

~..
0

!i: ~ ~"i;l
'" '"..'" "

L-o---::=:-====---1INNER CIRCUMFERENCE

Fig. 2 Thermocouple locations

Analytical Heat Balance

An analytical heat balance was made for the entire cylinder
with no applied electric field. Generally accepted relations
were used to obtain the total heat loss. The heat losses con­
sidered in the heat balance were: convection from the inside
surface Qe;' convection from the outside surface QeD'
radiation from the inside surface Qr;' radiation from the
outside surface Qro' losses through the ends Qe' and electrical
heater wire lead losses Q/.

For other than very long or small diameter cylinders, it has
been shown that the average heat transfer rate from a vertical
cylinder should closely approach that of a vertical plate [22,
23]. Free-convection losses from the inside and outside
vertical surfaces were calculated using the average heat
transfer coefficient h obtained from the average Nusselt
number

Fig. 3 Test cylinder apparatus: (1) optical interferometer, (2) high·
Yoltage lead wire, (3) test cylinder

~ires were aligned vertically andiarranged ar?~nd the inside
§~rface with alternate polarity as shown in Fig. 1. Three wire
SOl1figurationswere used: 8 wires sR~ced45 deg apart, 12
""ires spaced 30 deg apart, and 16 wires spaced 22.5 deg apart.
Tpe positive polarity wires.were connected t? tpehigh-voltage
lead wire at the top ofthe cylinderand the negative wires were
connected to the ground lead wire at the. bottom of the
cylinder. A high-voltage, d-c power supply provided the
Bc>""er for the electrostatic field and the corona discharge. The
voltage and current were measured with an electrostatic
voltmeter and a milliammeter.

Twelve copper-constantan thermocouples were located
around the inside surface of the cylinder, Fig. 2. The ther­
rnocouples were embedded in the phenolic to within 0.8 mm
(l132 in.) of the inside surface. The inner aluminum sleeve
\Vas grounded so that the electrostatic field had only a small
influence on the thermocouple readings. Two thermocouples

- hL
Nu = - == 0.555(Gr Pr)!I.i

k
(1)

..................__ Nomenclature

A surface area Subscripts
Cp specific heat at constant L length of cylinder a ambient

pressure Nu average Nusselt number, hL/k c convection
D inside diameter of cylinder Pr Prandtl number, p.Cp/k e end

FA radiation configuration factor Q heat transfer rate f film
F, radiation emissivity factor T temperature inside

g acceleration of gravity {3 coefficient of volu'metric leads
Gr average Grashof number, expansion m measured

p2 g{3L 3AT! p.2 E == emissivity 0 outside,
h average heat transfer coef- p. viscosity ,. radiatioll.!

ficient p fluid density t total
k thermal conductivity a == Stefan-Boltzmann constant w wall
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Table 1 Values of heat loss with no applied field for typical
values of wall temperature

/ / ~"""",,-!:-................,~~I...,Y
2 6 /0 /4 2 6 /0

FIELD POTENTIAL, kV
Fig. 4 Electric field voltage-current characteristics for 12.wire
configuration at various wall temperatures
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Twi,'c Ta,'c Qt,W Qtm,W Qci,w

32 26 4.8 4.9 2.1
44 28 12.8 13.5 6.8
56 27 26.5 25.3 14.2
69 25 41.9 41.2 . 23.7

where the fluid properties were evaluated at the average film
temperature

Tf = ( Ta+ T w ) 12 (2)

The heat transfer coefficient Ii was then used to obtain the
convection losses

Qc=iiA(Tw-Ta ) (3)

Radiation losses were calculated using the equation

Qr =AFAF,a( T w 4 - Ta4) (4)

For radiation from the outside surface, the cylinder was
considered a completely enclosed gray body where FA = I, F,
= E. Various material property references give emissivity
values for paper and phenolic materials in the range of 0.85 to
0.95. A value of E = 0.9 was assumed for both the outside
paper tape surface and the inner phenolic sleeve. For the
inside surface, the configuration factor given by Bien [24] for
the inside wall of a cylindrical cavity radiating to space was
used

(5)

Following Hsu [25], an approximate value for F, for in­
terchange of radiation between the inner wall of the cylinder
and the surroundings is the product of the emissivities of both
radiating surfaces. Assuming the emissivity of the in­
terferometer glass and paint equal to 0.9, F, = 0.81 for this
interchange.

Temperature of the end cap surfaces remained very close to
the temperature of the outside surface, and furthermore, the
combined surface area of both caps was only about 16 percent
of the vertical outside surface. Therefore, the end losses were
estimated based on area ratio. The electrical resistance of each
heater lead was measured, and the 12R losses were calculated
from these measurements. The lead losses were less than 1
percent.

Results

Values of the calculated total heat loss without an applied
electric field, Qt, which includes all of the losses identified in
the analytical heat balance, are shown in Table 1 for several
typical values of inside wall temperature. Values of the
measured total heat input Q/ln to the heater elements are also
given in Table 1. The differences between QI and Q/ln were
generally 5 percent or less, except in one case (not shown)
where the difference was 8 percent.

The close agreement between the measured and calculated
values of the total heat transfer from the cylinder suggests
that the heat balance calculations were good approximations
for the individually calculated radiation and convection heat
transfer rates. The calculated values of the convection heat
transfer from the inside surface Qci were therefore used as
references values for the increase in heat transfer due to the
effects of corona discharge. Typical values of Qci are shown
in Table 1. Convection heat transfer Qci accounted for ap­
proximately 45 to 55 percent of QI> whereas Qca was only 8 to
10 percent due to the insulated outer surface. Radiation losses
from all surfaces were approximately 30 to 40 percent of Qt.
The range in values depended on the temperature.

When voltage was applied to the positive wires nothing
happened until a potential was reached where ionization
began and there was current flow. The potential required for
incipient current varied from 1 to 3 kV with the higher
potential required for greater wire spacing. There were two

Fig. 5 Interference photograph of thermal boundary layer with 0 kV on
corona wires, AT = 44·C

paths for current flow: (i) through the grounded (negative)
wire electrodes and (ii) through the grounded aluminum sleeve
behind the phenolic wall. The intended path was through the
negative wires. The current distribution between the two paths
depended on wire spacing, wall temperature, and positive wire
potential. The current through the grounded (negative) wires
as a percentage of the total current generally decreased with
increasing wall temperature or wire spacing, but increased
with increasing wire potential (above 3 kV). The relatively
higher percentage of current through the plate with increasing
wall temperature is believed due, in part, to the decrease in
electrical resistivity of phenolic resins with increase in tem­
perature.

For the 12- and 16-wire configurations, the current through
the wires was approximately 50 percent of the total current in
the 3- to 4-kV range and proportionately increased with
voltage increase to approximately 80 percent at S? kV. For the
8-wire configuration, the current through the. negative wires
varied from approximately 10 to 30 Percent'(depending on
temperature) in the 3- to 4-kV range to approximately 25 to 60
percent (depending on temperature) at 8 kV.

The current leakage to the inner alumiq,uw plate could
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convection boundary layer without an applied electrostatic
field at a temperature difference between the inner wall and
room ambient of 44°C (80°F). This view is also typical with
an applied field at low voltage prior to current flow. The
entire i.d. of the cylinder is not shown in the photographs due
to the size of the mirrors in the interferometer.

When the voltage on the positive wires was raised to a value
where there was current flow, the boundary layer was affected
and the heat transfer rate increased. Figure 6 shows the effect
of the corona discharge on the free-convection boundary
layer. The results shown in Fig. 6 were obtained with a wire
configuration, consisting of 8 wires spaced 45 deg apart and a
temperature difference of 44°C, which corresponds to the !:J.T
in Fig. 5. Increases in input heater power were required to
maintain the inner wall at a !:J.T of 44°C as the voltage was
increased. The decrease of the boundary layer thickness also
illustrates the increase in heat transfer rate due to the corona
wind. Wire locations and polarity as illustrated in Fig. 6(d)
are the same for all photographs in Fig. 6. Also it can be seen
in Fig. 6 that the heat transfer rate was highest near the
positive wires. This was the same as found by Franke [6].
Corresponding voltage-current values are identified with each
photograph. The corona discharge was also visible on the
wires at the higher voltage levels during the tests.

From the results shown in Fig. 6, it is possible to conclude
that there was air flow inward (toward the surface) at the
positive wires and outward at the negative wires. This flow
distribution is further substantiated since, based on the
mobility study of Ratner [20], one would expect a net flow of
corona wind from the positive wires towards the negative
wires. The proposed flow distribution around the periphery of
the inner wall is further illustrated in Fig. 7, where an in­
terference photograph with the l2-wire configuration is
shown in Fig. 7(a) and a corresponding schematic diagram of
the proposed flow distribution at a given cross section is
shown in Fig. 7(b). Wire locations and polarity are correlated
in Figs. 7(a) and 7(b). The suggested (not verified) velocity
profiles are illustrated in Fig. 8. The flow condition described
leads to columnar, counterrotating, vertical vortex rolls in the
hollow cavity as the heated air rises.

Calculated values of the free-convection heat transfer rate
and the increases in the heat transfer rate as a result of the
corona wind are shown in Figs. 9 and 10. The results are
presented at constant values of !:J.T. As previously discussed,
the temperature of the cylinder was held constant as the
electric field voltage on the corona wires was increased.
Consequently, the increase in heater power required to
maintain the temperature constant was a direct measure of the
increase in convection heat transfer on the inside wall due to
the corona wind. In general, the convection heat transfer rate
was almost doubled due to the corona wind. These results
were not quite as high as those reported for a flat plate [6].
This is probably due to the temperature increase of the air
within the cylinder. Temperature differences as much as 6°C
were found along the centerline of the cylinder from the
bottom to the top.

The power expended to effect the increase in heat transfer
was considerably less than the increase in the heat transfer
itself. Figure 10 shows lines of constant ratio of heat transfer
increase to electric field power. At low field power levels, the
ratio was generally greater than 25/1. The heat transfer rate
did not increase significantly for values of electric field power
greater than about 10 percent of the increase in heat transfer
rate, Fig. 10.

Conclusions

The convection heat transfer rate was)nearly double~ along
the inside surface of a hollow vertical cylinder due to the
effect of the corona wind. The developmen,t; ~r vortex rolls in

~\
PHENOLIC
CYLINDER

(b) 5.1 kV 3 p.8 (wires)
33 p.a (tolal)

(a) 3.5 kV 1 p.8 (wires)
10 p.8 (tolal)

Fig.8 Suggested velocity proliles

CORONA WIRES

(c) 6.6 kV 9 p.8 (wires) (d) 8.0 kV 30 p'a (wires)
65 p.8 (tolal) 120 p.8 (total)

Fig. 6 Interlerence photographs of the effect 01 corona discharge on
thermal boundary layer with 8 wires spaced 45 deg apart, 111 = 44·C

prclbablv be reduced by better design and material selection.
attempt was made to do this in this study. Voltage-current

for the l2-wire configuration are shown in Fig. 4.
heat transfer rate also was unaffected by the electric

until current flowed through the negative wires to
An interference photograph (vertical view) of the

hollow cylinder is shown in Fig. 5. This view shows the free-

9.1 kV 335 p'a (wires)
400 p.8 (tot81)

Fig. 7 Interference photograph of boundary layer and schematic
diagram 01 proposed 1I0w dislribulion
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Fig. 10 Increases in convection heat transfer rate due to corona 
discharge with 12-wire configuration 

the free-convection boundary layer leads to significant in­
creases in the heat transfer rate. 
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Matrix Formalism for Complex 
Heat Exchangers 

A. Pignotti 
Techint S. A., 

Buenos Aires 1001 , 
Argentina 

The matrix formalism introduced by Domingos for the calculation of the ef­
fectiveness of assemblies of heat exchangers is extended to the case of complex 
exchangers, for which the restriction of complete mixing for each fluid in the inlet 
and outlet streams is relaxed. Rectangular matrices are used to relate the inlet and 
outlet temperatures, and their properties are discussed. The method can be used to 
find explicit solutions for configurations of practical interest, which are analyzed as 
assemblies of simpler units, coupled together in various ways. The formalism is 
illustrated by a model calculation of a 1-2 shell-and-tube exchanger with a finite 
number of baffles, for TEMA E (normal flow) and TEMA J (divided flow) types 
of shells. 

1 Introduction 

Under the assumptions of constancy of heat capacities and 
heat transfer coefficients (no change of phase, uniform inlet 
and outlet temperature distributions, and no heat losses), the 
thermal behavior of a heat exchanger can be characterized by 
a matrix M which relates the inlet and outlet temperature 
vectors through the equation [1]1 

I

t' I = I Mil MI211 t I 
T' M21 M22 T 

(1) 

The matrix elements Mij are not independent. Translational 
invariance of the heat transfer equations in the temperature 
variable requires equation (1) to hold if all temperatures are 
incremented in the same constant amount, which implies 

2 

L: Mij = 1, i = 1,2 (2) 
)=1 

The second law of thermodynamics requires Mij to be non­
negative, and from equation (2) 

(3) 

In addition, heat conservation can be expressed in the form 

wc(t' - t) = We( T- T) 

whence 

and 
RMI2+M22=1 

From equations (2) and either (5) or (6), we obtain 

(4) 

(5) 

(6) 

(7) 

The elements MI2 and M~l can readily be identified as the 

t' I MI,I .MI,,, 

t' , 
" M,,',I .MIl/,n 

T'I M,,'+l,1 . M"'+l,,, 

T'N' M"'+N',] • Mn'+N'.n 

I For concreteness, throughout this work I and Twill be referred to as shell 
and tube fluid temperatures, respectively. The results also apply, however, to 
exchangers in which such identification' is not warranted, such as air coolers, in 
which there is no actual shell, or compact exchangers with neither tubes nor 
shell. In such cases, any other fluid identification based on the physical 
description of the apparatus is equally valid. 

Contributed by the Heat Transfer Division for publication in !he JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division November 
10, 1982. 
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shell-and-tube fluid effectivenesses, so that M can be written 
as 

M=II-P PI 
P I-P 

(8) 

In the following, an exchanger characterized by the 
foregoing equations is called a basic heat exchanger. 
Domingos has shown how two or more of such exchangers 
can be assembled together in various ways to form new basic 
heat exchangers, the properties of which are related to those 
of the constituting elements [1]. 

The matrix formalism just described is generalized to the 
case of complex heat exchangers, in which arbitrary numbers 
of inlet and outlet streams, each characterized by its tem­
perature and heat capacity rate, are possible for both the shell 
fluid and the tube fluid. The purpose of this extension is 
twofold: on one hand, it allows a more realistic treatment of 
exchangers in which one or both of the inlet and/or the outlet 
fluids are not completely mixed, and, on the other one, it 
provides a framework for the calculation of the properties of 
configurations of practical interest, which are obtained as 
assemblies of such multi stream units. An example of a model 
calculation of a 1-2 shell-and-tube heat exchanger with a finite 
number of baffles using these techniques is given in section 6 
for TEMA E shells, and in section 7 for TEMA J shells. 

2 Generalized Matrix Formalism 

In the case of complex exchangers, the dimensions of the 
inlet and outlet temperature vectors are (n + N) and (n' + N'), 
respectively, and M becomes an (n' + N') x (n + N) rec­
tangular matrix, such that 

MI,n+1 · MI,n+N t I 

Mil ',Ii + 1 · M,,',n+N tn 
(9) 

M"'+I,,,+l · M,,, +1,n+N T] 

Mn'+N',n+l · Mn' +N',n+N TN 

For the same reasons mentioned in the Introduction, the 
matrix elements Mij again satisfy the constraints 

and 

n+N 

L:Mu=l, i=l, ... ,n'+N' 
)~I 

(10) 

(11) 
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Heat conservation can be written now as 

r "' " "1 

c\ I>/V-I>;'/J 
L , = i ; = i J 

= c[X>^;-I>'7y] (12) 
L i = i 1 = 1 J 

Substitution of the outlet temperatures from equation (9) 
into (12) leads to a homogeneous equation in the variables f, 
and Tj, which, in order to be satisfied for all possible values 
of the inlet temperatures, requires the corresponding coef­
ficients to vanish. From this, we obtain n + N relations which 
are the generalizations of equations (5) and (6) and can be 
written in the form 

n +N 

where 

••I, / = ! , . . . ,n+N 

M=D~lMD' 

(13) 

(14) 

Here the tilde denotes transposition, and D and D' are the 
inlet and outlet heat capacity rate diagonal matrices of 
dimensions (n + N)x(n + N) and (« ' +N')x(n' +N'), 
respectively, such that 

fc Wj 1 < / < « 
A v H (15) 

[C Wj_„ n+\<i<n + N 
and similarly for D'. Observe that the inlet and outlet flow 
rates of individual streams need not be the same, and are only 
restricted by the constraints of flow conservation. 

The matrix M, which satisfies equation (13), quite 
analogous to equation (10), can be interpreted as the matrix 
describing the "flow reversed" process, i.e., a physical 
process with the same geometry, fluids, and flowrates as the 
one described by M, but in which the directions of flow of all 
streams are reversed (and, therefore, inlet flow rates become 
outlet flowrates, and vice versa). The proof of this statement 
requires, however, an elaboration that is presented in [2]. 

The matrix M can be rewritten in the form 

M= 

S i U - ^ u ) 

M l - J V . , ) 

<5iP/i' + 1,1 

° l P f l ' +N ' , l 

&nV-Pl.„) Ai-Pi .n+i 

8„(l~P„',„) A , iV,„ + 1 

^ P / + l , n A l ( l — P n ' + i , n + l ) 

A/V-P/i'.n + W 

A/vU — P„' + [,,,+N) 

5 / | P » ' + N ' , n A j ( l — P „ ' +N',n+\) • • • A N ( 1 — P „ ' +/v',n + /v) 

(16) 

N o m e n c l a t u r e 

A heat transfer area, m2 

out-of-tube (shell) and 
tube fluid specific heats, 
J/kg°C 

D,D' = inlet and outlet heat 
capacity rate matrices, 
J/s°C 

F = logarithmic mean tem­
perature difference 
correction factor, 
dimensionless 

H,I,K = matrices relating the set of 
temperatures chosen as 
dependent to the set of 
independent temperatures, 
when different from outlet 
and inlet sets, respectively, 
dimensionless 
matrix relating the outlet 
to the inlet temperatures, 
dimensionless 
transpose of matrix M, 
dimensionless 

M = auxiliary matrix defined in 
equation (14), dimen­
sionless 

number of inlet and outlet 
shell fluid streams, 
dimensionless 

N,N' = number of inlet and outlet 
tube fluid s t r eams , 
dimensionless 

A'g = number of baffles in E 

M 

M 

n,n' 

shell exchangers or W,W 
number of baffles in each 
half of the J type ex­
changers, not counting the 
central baffle 

Ntu = UA/wc, number of heat 
transfer units, referred to 
the shell fluid, for the 
whole exchanger, 
dimensionless 

p = (f -i)/(T-t), shell fluid 
effectiveness, dimen­
sionless 

p = (T-T')/(T-t), tube 
fluid effectiveness, 
dimensionless 

P,,P/ = partial shell and tube fluid 
effectiveness, defined in 
equation (21), dimen­
sionless 

•Py,Py = parameters defined in 
equation (16), dimen­
sionless 

R = wc/ WC, heat capacity rate 
ratio, dimensionless 

t,t' = inlet and outlet shell fluid 
temperatures, °C 

T,T = inlet and outlet tube fluid 
temperatures, °C 

U = heat transfer coefficient, 
J / s°Cm 2 

w,w' = inlet and outlet shell fluid 
flowrates, kg/s R = 

x,y = 

Of, ft J 

5,8' = 

A,A' 

P = 

Subscripts 

a,A,b,B = 

F = 

I = 

/J,1,2,3 = 

inlet and outlet tube fluid 
flowrates, kg/s 
d imensionless axial 
coordinates of the tubes 
varying from 0 to 1 in the 
direction of tube flow 
auxiliary functions of Nlu 

and R defined in equation 
(60) 
inlet and outlet shell fluid 
flowrate fractions, 
dimensionless 
inlet and outlet tube fluid 
flowrate fractions, 
dimensionless 
function of R and p 
defined in equation (33) 
function of Nlu and NB 

defined in equation (34) 

block labels in block 
decomposition of ex­
changer 
final or outlet off-tube 
temperature distribution 
in crossflow exchange 
initial or % inlet off-tube 
temperature, distribution 
inicrossflowiexchange 
stream labels or e matrix 
indices , 
indicates reduced matrix 
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where 5, and A, are the inlet flow rate fractions of the shell 
and tube fluids, respectively, defined as 

(17) 

5, 

4 

= w, / 

= w, 

j-l 

/£>, 
j=\ 

such that 

I>=I>,=i 
; = i / = i 

The relation between the parameters Py and Pu defined by 
equation (16) and the effectiveness of basic exchangers will be 
apparent after the discussion of the examples presented in the 
following section. 

3 Examples 

(a) n~N=l, No Actual Heat Exchange. An "ex­
changer" of this type is just an inlet stream divider which 
partitions the inlet shell and tube fluid streams into ri and TV' 
separate streams, respectively, with no heat transfer among 
them. In this trivial case, 
matrix elements of Mare 

0, 5, = A, = 1 , and the J\ 

M,j = 
1 for 1 < / < n', j -
1 for(« ' + l ) < / < (« ' +N'), j--
0 otherwise 

(18) 

(b) n'=N'=1, No Actual Heat Exchange Between 
Tube and Shell Fluids. This is just a mixer which yields a 
singlet outlet shell fluid stream and a single outlet tube fluid 
stream from arbitrary inlet streams. Again, Py = Vy = 0, and 
M is given by 

M= 
5, . . . S„ 0 

0 . . . 0 

0 
(19) 

(c) n—N=\, n' > 1 , N' > 1 . This corresponds to the case 
of mixed inlet and unmixed outlet fluids. In this case, M 
adopts the form 

l-P, P, 

M= 1-P„ 
Pi 

Pn' 
I P . (20) 

where P( and P, are the partial shell-and-tube fluid ef­
fectiveness, respectively, and in terms of the inlet and outlet 
temperatures are given by 

P,= (f,-t)/(T-t) 

p,.= ( r - r i)/(T-t) 
(21) 

pi = E 5Jpu = E ¥(,»+;• /= l, • • • ,*' 
J7 J=l s ^2) 

P/= E ¥V+/.,= E 4P„'+,>+; '=1, • • • ,*' 

(d) n = N=n' --N' = 1 . This is just the case of a basic 
exchanger, for which M is given by equation (8). If such an 
exchanger is obtained by separately mixing the outlet tube-
and-shell fluids from the previous example, equation (8) 
results from the product of equations (19) and (20) with the 
identification 

E«'/ 
N' 

E A ' < 

(23) 

where 5',- and A',- are the outlet shell-and-tube fluid flow rate 
fractions for the complex exchanger and, therefore, the inlet 
fractions of the mixer. 

From equations (22) and (23), if a basic exchanger is 
assembled by preceding and following a complex exchanger 
by adequate inlet stream divisor and outlet stream mixer, 
respectively, the effectiveness of the resulting exchanger can 
be written as 

(24) 
p=EL&,i &jp*> 

1=1 7 = 1 

N' N 
P = i L CJ ^' i Aj^i+n'j+n 

i=\ y = l 

4 Partial Inversion 

In this and the following section, we describe some 
operations which are useful when performing calculations of 
heat exchangers effectiveness. Unlike equation (1), equation 
(9) cannot be inverted in general because, for a given complex 
exchanger, there may be infinitely many sets of inlet tem­
peratures that lead to the same outlet values. The set of inlet 
temperatures is not, however, the only set that completely 
defines the problem. It is possible to choose alternate com­
plete sets of independent variables such that, when their 
values are known, all the remaining temperatures are 
determined. We show in an example how to find one such 
alternate set; others can be found by iterating the procedure. 

Let n = 2, n' =N=N' = 1. Starting with the set of in­
dependent inlet variables tlt t2, T, such that 

/ ' 

r 

Mn Mn M S3 

23 
h 
T 

(25) 

we can replace t2 by t' as an independent variable provided 
Mi2, the coefficient of t2 in the expansion of / ' , is different 
from zero. Solving for t2 from the first component of 
equation (25) and substituting into the expression for T', we 
obtain 

h 

T 

— Mn/M]2 

M2, -MUM22/MI2 

\/Mn 

M22/Ml2 

An exchanger of this type can be constructed by matching 
an inlet stream divider (example a) to a general complex 
exchanger. In such a case, the matrix (20) is obtained as the 
product of the general matrix of equation (16) times that of 
equation (18). The partial effectivenesses (21) are then related 
to the elements of (16) by 

-Mn/Mn 

M2i~Ml3M22/Ml2 

t\ 

V 

T 

= H 

' i 

/ ' 

T 

(26) 

The new matrix H in equation (26) is vas complete a 
characterization of the heat exchanger as the 'original one of 
equation (25), and may be more cdnvenieht to use in some 
cases, as will be apparent from the exarnples of sections 6 and 
7. The matrix elements of H still satisfy the, constraint (10), 
but their values are net restricted to the interval between 0 and 

354 /Vol. 106, MAY 1984 Transactions of the ASME 

Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



1. In the following, the temperature variables that appear in 
equations such as (26) are referred to as right-hand or in­
dependent variables, and left-hand or dependent ones. 

5 Reduction 
In the construction of assemblies of heat exchangers such as 

discussed in sections 6 and 7, the following problem arises: 
given a heat exchanger with a known matrix M, which has an 
outlet stream with the same flow rate as an inlet stream of the 
same fluid, we want to know the matrix describing the 
"reduced" exchanger, in which a bypass is established be­
tween the inlet and outlet streams just mentioned. How to 
perform this reduction is best shown by an example, such as 
that of Fig. 1, in which we assume w', = wx. In it, the original 
exchanger is described by a matrix M such that 

M„ M12 M13 t'l 

t'l 

T 

= = M, 

M, 

My. 

Mr. 

Mr 

Mv 

(27) 

and we want to perform a reduction of the streams of tem­
peratures tt and/ ' , . 

The case of Mn = 1 is trivial, because from equations (10) 
and (11) we obtain M12=M13=0 and, from equations (13) 
and (14), with the condition w', =w,, M21 = M31 =0. This 
corresponds to the fact that the inlet stream 1 goes into the 
outlet stream 1' without fluid or heat exchange with the other 
streams, and the reduced exchanger is just described by a 
submatrix of the original matrix. For Mu < 1, setting f, =t' { 
and solving the first component of equation (27) for tx, yields 

f1=f2M12/(l-M11) + 7M13/(l-Af11) (28) 
Replacing this expression into the second and third com­
ponents of equation (27) gives the following expression for the 
reduced exchanger 

t, ' = t, 

T'-

-Ti 
-tg 

T 

i 
i 

— * - t 2 

~J*~~ T 
Fig. 1 Reduction operation on a complex heat exchanger 

» T ' 

( 

T 
imaffi 

<=gB*>» 

T ' 

x 

Fig. 2 TEMA E 1 -2 shell-and-tube heat exchanger 
0 

T ' 

lV= 
1 
1 

a -

I 
I 

b • 
• 

I 
I 

a 

Fig. 3 Block decomposition of the exchanger of Fig. 2 

which is not done in the present calculation. There is also a 
difference in the tube mixing assumptions between our 
treatment and that in [5]. In the latter, the tube fluid is 

ti 

7" 

M22 +M21M12/(1 -Mu) M23 + M21M13/(1 - M „ ) 

M32 +M31M12/(1 -M, , ) M33 +M31M13/(1 - M „ ) 
(29) 

6 TEMA E Shell-and-Tube Exchanger 

As a first example of possible applications of the formalism 
developed in the previous sections, we present a model 
calculation of a 1-2 shell-and-tube heat exchanger of the 
TEMA E shell type, with a finite number of baffles. The 
exchanger is shown in Fig. 2, in which, for clarity, only two 
baffles are drawn. 

In the usual approximation [3], the shell fluid is assumed to 
mix completely at each value of the longitudinal coordinate x, 
which corresponds to the limit of an infinite number of 
baffles. Here we adopt an alternate model in which, within 
each of the sections that are separated by the baffles, we 
assume the shell fluid not to mix and to exchange heat in 
crossflow with the tube fluid. At the outlet of each section, the 
shell fluid is assumed to mix completely. Such a description 
has been used by Caglayan and Buthod to calculate the 
correction factors for one-shell-pass exchangers [4], but our 
treatment differs from theirs in several respects: (i) The shell 
fluid is treated as a continuum, as opposed to the approximate 
discrete treatment of [4]; (ii) an explicit expression that 
requires no iteration is obtained here for the effectiveness, 
and (Hi) the present treatment makes it possible to handle 
more than one shell pass (expressions for two shell passes are 
derived later). Gardner and Taborek [5] have also used a 
description quite similar to the present one to evaluate the 
effect of having a small number of baffles in a 1-2 TEMA E 
exchanger. They also use a block decomposition of the ex­
changer, but because they do not handle multistream blocks, 
they are forced to mix the shell fluid between tube passes, 

assumed to be unmixed within each section (i.e., between 
adjacent baffles), and to mix completely between each pair of 
consecutive sections. We assume it to be mixed throughout, 
but in our treatment we can also allow for partial mixing in a 
consistent way by including more than two tubes in the 
building blocks of Fig. 4 and increasing the dimensionality of 
the corresponding matrix. 

The calculation of the effectiveness of the exchanger as a 
function of the heat capacity rates ratio R and the number of 
transfer units Nlu proceeds in the following way (see Fig. 3): 
Starting at the shell inlet, each section is described by a 3 x 3 
matrix relating the left-hand variables (one shell and two tube 
fluid temperatures at the left end of the section) to the right-
hand temperatures at the other end. Left-hand variables for a 
section become right-hand variables for the following one. By 
such a concatenation, the shell outlet is reached. At this stage, 
partial inversion (see section 4) is used to switch the tube 
outlet temperature T2' to the left-hand side and T2 to the 
right-hand side, and reduction in the T\' - T2 pair (section 5) 
to account for the continuity of the tube fluid at the left end of 
the exchanger. 

The basic building blocks are therefore shown in Figs. 4(a) 
and 4(b). For the first one, we write 

t' 
7V 
T2 

= Ha 

t 

r, 
TV 

(30) 

where Ha is obtained by integration -of the crossflow dif­
ferential equations which give [6] 
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T 2 • 
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—St— T / 

la 

a b) 
Fig. 4 Building blocks for the exchanger of Fig. 2. The dashed line 
represents the shell fluid that is divided into infinitely many streams. 
These elementary streams are recombined into a single outlet stream 
after having exchanged heat in crossflow with the tube fluid. 

-T 

v: C b a b - * - T, 

Fig. 5 Block decomposition of the exchanger of Fig. 2, after reversal 
of the tube fluid and a 180 deg rotation around the longitudinal axis 

T(x) = exp( - Xv) |Y(0) + X j * exp(Xy)tf (y)dy 

and 

where 

and 

tF(x)=pt,(x)+{\-p)T(x) 

\=R(l-p) 

(31) 

(32) 

(33) 

p = exp[-Nn,/(2NB+2)] (34) 

Successsive application of these equations, starting from a 
constant inlet shell temperature distribution t,(x)=t, using 
the outlet shell temperature distribution for one row tF(x) as 
inlet distribution for the following row (with appropriate 
coordinate inversion when the direction of flow is reversed), 
and averaging over the outlet shell temperature distribution 
for the final row, makes it possible to construct Ha for any 
finite number of rows. For the case at hand, we obtain 

P={MR)n (40) 

Alternatively, when HA has been obtained by the matrix 
multiplication of equation (37), the following shortcut can be 
used to obtain the effectiveness P in terms of R and the matrix 
elements of HA. Because P is independent of the inlet tem­
peratures, we can set t = 0, Tl=l, and write P and R as 
functions of T2' 

P=(t'-f)/(Tl-Q=HAl2+HAliTi (41) 

R=(T,-T'2)/{t'-t) = {\-T'2)/P. (42) 

Hence 

and 

-RP 

-HAu)/(\+RHAl ) (43) 

It is interesting to examine what happens if the direction of 
flow of the tube fluid is reversed. If an additional 180 deg 
rotation of the exchanger around its longitudinal axis is 
performed, we are left with the configuration of Fig. 5, from 
which it is clear that the only change in the previous analysis is 
the substitution of HA given by equation (37) by 

HB=HbH„Hb (44) 

Equations (33-37), (43), and (44) give explicit expressions 
for the effectiveness of the exchanger as a function of R and 
Nlu for the case of two baffles. The corresponding LMTD 
correction factor F follows immediately as a function of the 
same variables. In Fig. 6 the usual plot of F versus P at 
constant R is shown for two up to five baffles, for the two 
possible directions of tube flow. The results for different 
values of NB are obtained by varying the number of matrix 
factors in equations (37) and (44), in which Ha and Hb appear 
in alternating order. The total number of factors is 7Vfl + l, 
and the rightmost factor is Ha in equation (37) and Hb in 
equation (44). It is clear that as the number of baffles in­
creases, the effect of the tube flow inversion becomes smaller. 
The limiting case for NB — oo shown in Fig. 9 is described in 

l-(l+p)(sinhX)/7? [1 - e x p ( - \)]/R (psinhX + coshX- l)/R 

Ha= 1+psinhX-coshX exp(-X) (l-p)sinhX 

1 - expX 0 expX 

Similarly, the middle section in the exchanger of Fig. 3 is 

(35) 

described by the matrix 

Hb = 

l-(l+p)(sinhX)AR 

1 - exp( - X) 

1 -psinhX-coshX 

(1 +psinhX-coshX)/7? 

exp( - X) 

- ( 1 -p)sinhX 

(expX-l)AR 

0 

expX 

(36) 

For the combination of the three sections of Fig. 3, we can 
write an expression like that of equation (30) but with Ha 

replaced by 

HA —HaHbHa (37) 

Partial inversion leads to 

(38) 
/ ' 

r, 
r2 

= M 
t 

T\ 
T2 

After reduction of the T', -T2 pair, we are left with 

/ ' 

T2 

= MR 

t 

Tx 
(39) 

where, from comparison with equation (8), we obtain for the 
effectiveness of the whole exchanger 

the next section, after the divided-flow example. It is worth 
pointing out that, in spite of the differences mentioned earlier 
between the mixing assumptions in our calculations and those 
of Gardner and Taborek [5], the curves shown in [5] for R = 1, 
variable number of baffles, and both orientations of tube 
return flow, are quite close to those presented here. 

7 T E M A J Shell-and-Tube Exchanger 

Figure 7 shows the building-block decomposition of a 
divided-flow shell-and-tube exchanger, for Which schematic 
diagrams and F curves are given in Fig. 8. If blocks A and B 
are described by the model presented in the previous section 
with NB baffles each, the divided-flow exchanger has 2NB + 1 
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Fig. 6 LMTD correction factors for TEMA E 1-2 shell-arid tube ex­
changer, for both directions of tube flow, with (a) 2 baffles, (b) 3 baffles 
(c) 4 baffles, and (d) 5 baffles 
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Fig. 7 Block decomposition of TEMA J 1-2 shell-and-tube exchanger 

baffles. For J V S = 2 , block 4̂ is precisely given in the com­
bination shown in Fig. 3, whereas block B can be obtained 
from Fig. 5 by a 180 deg rotation in the plane of the drawing 
and the suppression of the reduction in the Tt' — T2 variables. 
We can therefore write 

and 

where 

t' B 
T'BI 

TB2 

tB 

TBi 
T'B2 

V 
•J 

7" 

B 
SI 
B2 

= HR 

tB 
TBi 

T' B2 

t'B 
T'BI 
TB2 

= KR 

IB-HB 

tB 

T'BI 
TB2 

(46) 

(47) 

(48) 

(49) 

t'A 
T'M 

TA2 

-HA 

T. 
(45) 

and KB can be obtained from IB through partial inversion in 
the variables tB — t'B. With these elements, the aim is to 
obtain a matrix H such that 

(50) 

from which the same derivation used to obtain equation (43) 
yields ;,' •; 

t' 
T'AI 
TA2 

= H 
t 

•JB2 
T\B 
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Fig. 8 LMTD correction factors for TEMA J 1-2 shell-and-tube ex­
changer for both directions of tube flow, with (a) 3 baffles, (b) 5 baffles, 
(c) 7 baffles, and (d) 9 baffles 

t'A 
TM 
TA2 
t'B 

= HA 

0 0 0 

0 
0 
0 
1 

tA 
TAi 

T'A2 
t'B 

P=(l-Hu)/(l+RHn) (51) 

The expression for H is obtained through the following steps: 
1 The variable t' B is added to equation (45) 

(52) 

2 The variables TAi and T'A2 are substituted by the 
corresponding values T' B2 and Tm and written in terms of 
T'B1 andTB2 

T'A2 
t'B 

(53) 

1 0 0 0 
0 0 0 1 
0 0 1 0 
0 1 0 0 

tA 
t'B 
Tai 

T B2 

1 0 0 0 
0 0 0 1 
0 0 1 0 
0 1 0 0 

1 
0 
0 
0 

0 0 

KH 

3 tA 
tB 

T'BI 
TBI 

3 The variables T' Bl and TB2 are interchanged, and tA 

and tB are just set equal to / by substituting 

(54) 

tA 

tB 

T'BI 

TB2 

— 

1 0 0 

1 0 0 

0 0 1 

0 1 0 

t 

Tm 

T'BI 

4 The outlet shell streams are mixed 

t'A 

T'Al 

TA2 

1/2 0 0 1/2 

0 1 0 0 

0 0 1 0 

t'A 

T'AI 

TA2 

t'B 

(55) 

Combining equations (52-55) and comparing with (50), we 
obtain 

H= 

1/2 0 0 1/2 

0 1 0 0 

0 0 1 0 

HA 

0 

0 

0 

0 0 0 ' 1 

1 0 0 0 

0 0 0 1 

0 0 1 0 

0 1 0 0 

1 

0 

0 

0 

0 0 

KB 

0 1 0 0 

1 0 0 

0 0 1 

0 1 0 

(56) 
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whence, after writing the matrix elements of KB in terms of 
those of IB, one obtains 

1 
Hi 

and 

21 B, 
( ^ 1 1 ^ 1 1 +HAl2

JB^ +HAnh2l + 1 ) . (57) 

# 1 3 = ^ f [ ^ 1 2 ( / s l l / s 3 2 ~IBnIBll) 

+ HAu(IBnIB22 -IB2]hn)-hl2] (58) 

From these expressions and equation (51), the effectiveness of 
the divided-flow exchanger is obtained explicitly in terms of 
the matrices that describe the normal shell exchanger and only 
requires the inversion of a 3 x 3 matrix of equation (49). All 
these operations can be easily performed in an electronic 
calculator, and there is no point in carrying out the algebraic 
manipulations required by matrix multiplication and in­
version if, eventually, the final analytical expression is not 
going to be calculated by hand, anyway. Observe, however, 
that whereas the number of transfer units for the whole ex­
changer is the same as for each of the sections A and B into 
which we have divided it, the heat capacity rate ratio is twice 
as large. Therefore, when using equations (57) and (58), the 
expressions for HA and HB should be evaluated for 
RA=RB=R/2. 

Figure 8 shows the F-curves for divided-flow exchangers 
with 3, 5, 7, and 9 baffles, for both directions of tube flow. 
Again we verify that, as the number of baffles grows, the 
effect of the tube direction of flow becomes less important. 
There is a difference, however, between the cases in which the 
number of baffles NB in each half of the exchanger (not 
counting the central baffle) is even or odd. For even values, 
there is still a clear effect for NB=A (see Fig. 8(d)), whereas 
for odd values, the effect is already very small for at NB = 1 
(Fig. 8(a)). This is so because for even values of NB both 
halves of the exchanger are more effective for the same tube 
flow direction, whereas for odd NB the flow direction that 
yields a higher effectiveness in one half of the exchanger gives 
a lower one in the other half, and vice versa, with a net result 
of near independence on the tube fluid direction of flow. In 
the preceding argument, by effectiveness of one half of the 
exchanger we mean the effectiveness that the exchanger would 
have if the heat transfer coefficient of the other half was 
"switched off," i.e., was set equal to zero. 

The limit for NB tending to infinity can be obtained for 
both E shells and J shells, and we include it here for com­
pleteness, even though the results are known from the works 
of Underwood [3] and Jaw [7], respectively. In this limit, 
perfect mixing is achieved for the shell fluid in the transverse 
direction, and the treatment of Underwood [3] can be used to 
derive the following expressions for the matrices HA and HB, 
which turn out to coincide 

!t 

tl .t 

1*1 

1 

.8 0 .9 P 

Fig. 9 LMTD correction factors for TEMA E and TEMA J shells in the 
limit of large numbers of baffles. Both sets of curves almost coincide, 
but the TEMA E curves are slightly higher. The same curves apply if the 
tube flows are reversed. 

With these expressions, we perform again the analysis of 
the 1-2 E and J shell-type exchangers. The corresponding F-
curves are plotted in Fig. 9 and show that there is no 
significant difference between the two types of shells in this 
limit of large number of baffles. 

The comparison of Figs. 6, 8, and 9 leads to the conclusion 
that the correction factor for the TEMA J shells with 2NB + 1 
baffles are closely represented by the TEMA E values, with 
the following rule: for even values of NB, the TEMA E shell 
with NB baffles should be used; for odd values of A^, the 
limiting value for large number of baffles should be used for 
the E shell. 

In the analysis of this and the preceding sections, the tube 
fluid has been assumed to be totally mixed. By using matrices 
of higher dimensionality each tube pass can be described as 
formed by one or more rows, with each row fully mixed. In 
this treatment, there is no need to mix fluids of different tubes 
between neighboring sections. 

8 Concluding Remarks 

From the preceding discussion, it should be clear that the 
generalized matrix formalism is a powerful tool to handle 
calculations of heat exchangers that incorporates in a natural 
way the basic properties of linearity, heat conservation, and 
translational invariance of the heat transfer equations. This 
has been illustrated through the discussion of the 1-2 shell-
and-tube heat exchangers with variable number of baffles, 
normal or divided shell flow, and two possible directions of 
tube flow. These examples by no means exhaust the possible 
applications of the formalism, but should be sufficient to 
show the interested designer how to apply the formalism to 
other configurations of his immediate concern. 

HA=Hn = 

l-2<* 

\-& + (R-\)a 

1- |8-( /? + !)« 

[\-&+(R-\)d\/R 

[\+{R-l)$ + (R-\-R2)a]/R 

(l-P-a)/R 

W-l+(R+\)oi]/R 

(P-l + a)/R 

W(]+R)-l + a(\ 
+ R + R2)\/R 

(59) 

where 

a = exp( - Nlu/2)smgh(yNlu /!)/ 

(i = exp( - Ntu /2)cosh(7Ar,„ /2) 

y = sl\+R2 
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Flow Reversibility of Heat 
Exchangers 
A symmetry property which relates the thermal behavior of a heat exchange process 
to that of the reverse process, in which the directions of flow of both fluids are 
reversed, is demonstrated for the ideal case of no change of phase, no heat losses, 
and temperature-independent heat transfer coefficients and heat capacities. The 
symmetry is formulated in terms of a relation between the matrices that describe the 
direct and reverse process, which can be used to obtain one of them if the other is 
known. The formalism used does not require the inlet and outlet streams to be 
completely mixed, but when this is the case, both matrices coincide, and therefore, 
the effectiveness is the same for both processes. The consequences of the symmetry 
are ilustrated by the discussion of a three-row, two-pass air cooler, and the TEMA 
G split flow shell-and-tube heat exchanger. 

1 Introduction 
It is well-known that in the approximations commonly used 

for the calculation of the mean temperature difference in a 1-2 
shell-and-tube heat exchanger, the four different con­
figurations of Figs. \(a-d) yield the same result [1]. However, 
Gardner and Taborek [2] have shown that the equivalence of 
the configurations of Figs. 1(a) and 1(c), which differ from 
each other in the inversion of the direction of the tube flow, 
disappears if the assumption of complete trans­
verse mixing of the shell fluid is dropped, and a model which 
takes into account the finite numer of baffles present is used. 
They have also pointed out that if the same model is applied 
to the cases of Figs. 1(b) and 1(d), it is found that case 1(a) 
still coincides with 1(b), and 1(c) with 1(d). This is still true in 
a very similar model, with different mixing assumptions, 
described in [3]. 

Is the coincidence just described accidental, can it be 
removed by a further refinement of the model, or will it 
persist because of some deeper reason? Does it happen only in 
this case, or is this just a particular example of a much more 
general property? It is tempting to conjecture that it is the 
manifestation of a hidden symmetry property, i.e., of the 
invariance of a phsycial quantity (such as the effectiveness of 
the exchanger) under a transformation that changes one 
configuration (for instance, that of Fig. 1(a)), into a thermally 
equivalent configuration (in our example, that of Fig. 1(b)). 

Examination of the examples of Fig. 1 shows that in both 
cases in which the coincidence exists, the two equivalent 
configurations differ from each other only in the inversion of 
both fluids. Gardner and Taborek did point out the inversion 
of the shell fluid, but for the following argument it is crucial 
to realize that the tube fluid is also inverted when going from 
Fig. 1(a) to 1(b) or from Fig. 1(c) to 1(d), while the geometry 
of the exchanger is kept precisely the same. Therefore, one 
might suspect that, not only in the present case, but for all 
possible exchangers, when this double inversion occurs and 
the inlet temperatures are kept the same, the outlet tem­
peratures are also the same. This is schematically shown in 
Fig. 2(a). 

In the following, we show that this is indeed the case for 
heat exchangers with two inlet and two outlet streams, and we 
call this property flow reversibility. It should be pointed out 
that it is a property related to reversing the direction of both 
fluids, and it is not related to entropy production in the ex­
changer. 

T ' 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division November 
10,1982. 
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-T' 

a ) 

1 T ' 
? T 

b) 

- T ' 
-T -T' 

d) 
Fig. 1 Four different flow arrangements for 1-2 shell-and-tube heat 
exchanger that are equivalent if complete transverse mixing of the shell 
fluid is assumed 

The symmetry property discussed in this article is by no 
means trivial, except in cases that have a special geometrical 
symmetry. What makes it more intriguing is that it only 
applies in a global sense, i.e., to the inlet and outlet tem­
peratures, but not to intermediate ones, such as the tem­
peratures at the tube return points between passes 1 and 2 in 
Figs. 1(a) and 1(b), which do not coincide. It turns out that, in 
order to prove flow reversibility for basic exchangers (those 
with no more than two inlet and two outlet streams), we have 
to consider what happens when all the flows are reversed in 
the more general case of complex exchangers, in which more 
than two inlet and/or two outlet streams are present. By 
analogy, we might attempt to generalize the flow-reversibility 
concept by asking whether it is true that, when all the flows in 
the exchanger are reversed, and the same inlet temperatures 
are used, the outlet temperatures remain the same. However, 
it is readily seen that this generalization in untenable. In the 
first place, it is impossible to assign the proper inlet and outlet 
temperatures to the reversed configuration when the numbers 
of the inlet and outlet streams do not coincide. Second, even 
when they do coincide, we can show by the simple example of 
Fig. 2(b), in which two flow-reversible basic heat exchangers 
A and B are coupled, that the final temperatures in the 
reversed configuration may be different from those in the 
original one. This difference is only removed>,when the inlet 
and outlet streams of the tube fluid are mixed, '§uch as shown 
in Fig. 2(c), in which case we no longer deal with a complex 
heat exchanger. ) $ 

We have, therefore, apparently failed in pur attempt to 
generalize the concept of flow reversibility, to complex heat 
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exchangers. But we failed only because the generalization 
attempted was naive and inconsistent. It turns out that it is 
possible to formulate this generalization in a precise and 
correct form, which enables us to relate the thermal properties 
of any complex configuration to those of the flow-reversed 
one. The formulation is not done in terms of the inlet and 
outlet temperatures but, rather, in terms of the matrices that 
describe the thermal behavior of each configuration, and that 
uniquely determine the outlet temperatures when the inlet 
ones are given [3]. 

In this formulation, flow reversibility is just seen as the 
transformation property of thermal matrices under flow 
reversal. This is probably more abstract than what most 
readers are readily willing to accept, but it should be remarked 
that when a symmetry operation is performed, only the 
simplest physical quantities remain invariant, while more 
complex ones undergo specific transformations. To quote a 
familiar example, scalar quantities are unchanged when the 
coordinate axes are rotated, whereas vector or tensor 
quantities are transformed according to prescribed laws. 
These transformation properties are the expression of the 
isotropy of space. In our case, the symmetry operation is flow 
reversal, and a simple invariant quantity is the effectiveness of 
a basic heat exchanger, while the matrices that describe 
complex exchangers undergo specific transformations. And 
these transformations are the correct expression of the flow-
reversibility property of heat exchange processes. It is in this 
deeper sense that we claim that the exchanger of Fig. 2{b) is 
flow reversible, and the example will be discussed from this 
point of view in more detail in section 3. 

The transformation properties of thermal matrices under 
flow reversal are stated in section 2, are illustrated through 
some simple examples in section 3, and are proved in section 
5. The proof is based on two theorems formulated in section 4 
and proved in the Appendix. Sections 6 and 7 deal with ap­
plications of flow reversibility and the conclusions are 
summarized in section 8. 

2 General Statement of Flow Reversibility 
In this section, we formulate the general property of flow 

reversibility, the proof of which is given in section 5. 
Following the Nomenclature of [3], we call a heat exchanger 
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Fig. 2 Three examples of the effect of reversing the motion of both 
fluids. The exchangers represented by boxes labeled A and B are 
assumed to be flow-reversible. 

Nomenclature 

A = heat transfer area, m2 

c,C = shell and tube1 fluid specific heats, J/kg °C 
D,D' = inlet and outlet heat capacity rate matrices, J/s 

°C 
F = logarithmic mean temperature difference 

correction factor, dimensionless 
matrix relating the outlet to the inlet tem­
peratures, dimensionless 
transpose of matrix M, dimensionless 
matrix relating the outlet to the inlet tem­
peratures for the reverse process, dimen­
sionless 
number of inlet and outlet shell fluid streams, 
dimensionless 

N, N' = number of inlet and outlet tube fluid streams, 
dimensionless 
UA/wc, number of heat transfer units, 
referred to the shell fluid, for the whole ex­
changer, dimensionless 
((' -t)/(T-t), shell fluid effectiveness, 
dimensionless 

M = 

M 
M 

n,n = 

N,„ = 

P = 

P = (T-T')/(T-t), tube fluid effectiveness, 
dimensionless 

R = wc/WC heat capacity rates ratio, dimen­
sionless 

/, t' = inlet and outlet shell fluid temperatures, °C 
T,T' = inlet and outlet tube fluid temperatures, °C 

U = overall heat transfer coefficient, W/°Cm2 

w,w' = inlet and outlet shell fluid flowrates, kg/s 
W, W = inlet and outlet tube fluid flowrates, kg/s 

a, @ = auxiliary functions defined in equation (18) 
/ " 

&i = wi LJ wj> sneM fluid flowrate fraction 
' j=i 

of the rth inlet stream, dimensionless 

In exchangers in which "shell" and "tube" are not precise characterizations 
of the fluids, any other descriptions in terms of physical characteristics of the 
apparatus are equally valid. 

Subscripts 

A,B 

/, .7,1,2,3 
L 

R 
U 

block labels in block decomposition of ex­
changer 
stream labels or matrix indices \ 
indicates lower half of the split-flow ex­
changer \ 
indicates reduced matrix ? , 
indicates upper half of "the split-flow ex­
changer 
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Fig. 3 Shell fluid divider/mixer 
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Fig. 4 (a) Schematic representation of a one-pass, two-row air cooler 
with no intermediate air mixing, and (b) decomposition of the same 
exchanger into eight coupled elementary exchangers 

basic if the inlet and outlet streams of both fluids are perfectly 
mixed and complex if at least one of those streams is sub­
divided into two or more streams of uniform temperature. We 
begin by stating the property of flow reversibility for basic 
heat exchangers, in the approximations of no heat losses, 
constant heat capacities and heat transfer coefficients, and no 
change of phase. 

In the case considered, the relation between the outlet and 
inlet temperatures can be expressed in the following matrix 
form [4] 

M,, M, 12 

M„ M-22 

(1) 

where M is a 2 x 2 matrix which characterizes the exchanger 
used. If we now take the same apparatus, but let both fluids 
flow through it in reverse directions, we have, in principle, a 
different heat exchange process, for which an expression like 
equation (1) can be written, with a matrix that we call M, The 
statement of flow reversibility for basic heat exchangers is 
simply 

M=M (2) 

Care should be taken not to confuse the inversion of flows 
discussed here, which is a physical inversion, with the 
mathematical inversion of equation (1), which is discussed in 
[4], and is used to express the inlet variables as dependent and 
the outlet ones as independent for the same physical process 
described by equation (1). Here we are saying that the same 
matrix describes both the direct and the reverse physical 
process which, in general, look quite different from each 
other, if, in each case, the outlet variables are the dependent 
ones. 

In the same approximations, a complex heat exchanger is 
described by an (« ' + N')x(n+N) temperature-independent 
rectangular matrix M, which relates the outlet to the inlet 
temperatures in an expression entirely analogous to equation 
(1) [3]. The reverse process is in turn described by an 
(n+N) x (« ' +N') matrix which we denote M, and flow 
reversibility can be expressed as 

M=D,MD' (3) 

where the tilde denotes transposition. D is a diagonal matrix, 
the nonvanishing elements of which are the heat capacity rates 

of the inlet streams of the direct process (i.e., of the outlet 
streams of the reversed process), and D' is the analogous one 
for the direct process outlet streams 

D = 
W,C 

wNc 

(4) 

D' = (5) 

W, 

The proof of equation (3) is given in section 5. Here we only 
show that M, as given by equation (3), satisfies three con­
ditions that are necessary if it is to be interpreted as the matrix 
which describes the reverse process. In the first place, 
equation (2) can be easily obtained as a particular case of 
equation (3) for basic heat exchangers (n = n' =N=N' = 1). 
This can be verified by direct substitution. Second, Msatisfies 
the constraints of translational invariance in the temperature 
variable [3] and of heat conservation for the reversed process. 
Indeed, the known property of M, which follows from heat 
conservation for the direct process [3] 

n' +N1 

M, = \, / = 1 , ,n + N (6) 

is precisely what is needed for M to satisfy the contraints of 
translational invariance. Reciprocally, translational in­
variance of M guarantees that M satisfies the contraint of heat 
conservation for the reversed process. The fact that the matrix 
M, given by equation (3) automatically satisfies these three 
constraints, does not constitute a proof that it is the matrix 
which describes the flow-reversed process, but is highly 
suggestive that we are on the right track. 

3 Elementary Examples 

We discuss in this section three simple examples which, 
however, provide some elements needed for the proof of the 
flow reversibility property expressed by equation (3). 

(a) Stream Divider/Mixer. The "apparatus" of Fig. 3(a), 
in which the sole effect is to divide one of the inlet streams 
into two, is a shell fluid divider, for which 

M = 
1 
1 
0 

0 
0 
1 

(7) 

Figure 3(b) shows the process obtained by inverting the flows 
in the same "exchanger," for which we now have from 
equations (3), (4), (5), and (7) 

M = 
0 

0 0 1 
(8) 

where 5, are the inlet fluid flowrate fractions. The matrix 
given by equation (8) correctly describes the\ fluid mixer of 
Fig. 3(b). Therefore, this divider/mjxer cdmbination can be 
formally considered a flow-reversible, heat exchanger even 
though no heat is actually exchanged from, one fluid to the 
other. 
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(6) Geometrically Symmetric Basic Heat Exchangers. Basic 
heat exchangers with appropriate geometrical symmetry, such 
that they look the same when viewed from either the inlet or 
outlet end, as that of Fig. 4(a), clearly satisfy equation (2) 
and, therefore, are trivially reversible. Figure 4(a) represents a 
crossflow air cooler with one two-row pass on the tube side. 
The air flow is represented by dashed lines that show an inlet 
stream of uniform temperature t that is subdivided into in­
finitely many intermediate streams. After exchanging heat 
with the tubes, these elementary air streams are combined 
back together into a stream of temperature t' at the exchanger 
outlet. Note that if both rows are not exactly equal, the ex­
changer is no longer a priori reversible. In such a case, 
however, we can break it up into a collection of flow-
reversible basic heat exchangers with any desired degree of 
accuracy by subdividing each tube into sufficiently small 
consecutive segments, such that for each one of them the inlet 
and outlet air temperatures can be approximated by constants 
(see Fig. 4(b)). The flow reversibility of each little piece 
follows from geometrical considerations, and this is the basis 
for the proof of the same property for the whole exchanger 
which is given in subsequent sections. 

(c) Combination of Two Reversible Basic Heat Exchangers 
of Fig. 2(b). The matrix which describes the direct process for 
this case can be written as the following product of two 
matrices 

M = 
I-PA 0 PA 

0 1 0 
RPA 0 \-RPA 

(\-PA)(l-PB) 
RPB 

(\-PB)RPA 

1-PB PB 0 
RPB \-RPB 0 

0 0 1 

(l~PA)PB PA 
\-RPg 0 
RPAPB l-RPA 

(9) 

The right-hand matrix factor in the preceding equation 
describes the effect of the exchanger labeled B, in which two 
of the inlet streams are involved, and the third one is a 
spectator. This is represented by a 2 x 2 submatrix with 
nonvanishing elements and the addition of one row and one 
column the elements of which are zero, except for a diagonal 
matrix element equal to one. In an analogous fashion, the 
left-hand matrix factor incorporates the effect of the ex­
changer labeled A, in which the spectator is the second 
component of the temperature vector. 

The same reasoning can be used to obtain the matrix which 
describes the flow-reversed process. Because the exchangers A 
and B are assumed to be flow reversible, the reversed process 
is described by the product of the same matrices in reversed 
order 

M= 
\ -Ps PB 0 
RPB \-RPB 0 

0 0 1 

(l-PA)(l-PB) 
(l-PA)RPB 

1-PA 
0 

RPA 

PA 
0 

-RPA 

RPA 

PB -PAO-PB) 
\-RPB RPAPB. 

0 l-RPA 

— -S3 R 
..J 

T 

(10) 

Fig. 6 Effect of a reduction operation on a three-inlet-stream, three-
outlet stream exchanger. 

From these expressions, equation (3) can be easily verified, 
which proves that even though the combined exchanger did 
not satisfy the naive flow-reversibility criterion discussed in 
the Introduction, it actually does satisfy equation (3), which is 
the correct generalization of the statement of flow revers­
ibility to complex heat exchangers. In order words, flow-
reversibility is the ability to predict the thermal behavior after 
the flows are reversed, from the knowledge of the direct 
process. The prediction is formulated mathematically through 
equation (3) and, as long as this relation is satisfied, we claim 
that flow reversibility holds. 

4 Two Theorems on Flow Reversibility 

The proof of equation (3) hinges on two theorems that are 
stated here and proved in the Appendix. 

Theorem I: Flow-reversibility is preserved by con­
catenation, i.e., if A and B are two exchangers satisfying 
equation (3) and having matched flowrates, the exchanger 
described by the matrix M = M AMB and obtained using the 
outlet streams of B as inlet streams for A (see Fig. 5) also 
satisfies equation (3). 

Theorem II: The operation of reduction preserves flow-
reversibility: if equation (3) holds for a given process, it also 
holds for the reduced process in which a bypass is established 
between one of the outlet streams of the original process and a 
matching inlet stream (see Fig. 6). The theorems just men­
tioned also cover the cases of partial and mixed con­
catenation. The first one corresponds to the case in which only 
some of the outlet streams of B are inlet to A, whereas the 
remaining ones do not participate in the A heat exchange 
process. Such "spectators" can be incorporated into the 
matrix MA by expanding it with the addition of appropriate 
rows and columns as was already done in equation (9) for the 
tube fluid stream number 1 (see Fig. 2(b)). This addition does 
not alter the reversibility property of the A process and, 
therefore, the theorem remains valid. Spectators can also be 
added to B if part of the inlet streams of A is not present in the 
B outlet. We have also seen this happen in the example just 
quoted. 

Mixed concatenation occurs when some outlet streams of B 
are inlet to A and, simultaneously, some outlet streams of A 
are inlet to B. In such case, we proceed in two stages: in the 
first one we concatenate the outlet streams of B with the 
corresponding inlet streams of A, and thus prove reversibility 
for the partially concatenated assembly. After the two ex­
changers have thus become a single entity, the second part of 
the concatenation is just a simple reduction, which is covered 
by theorem II. 

5 Proof of Flow Reversibility 

With the foregoing elements, we can now prove the 
following proposition: any heat exchanger, whether basic or 
complex, formed by an arbitrary combination of a finite 
number of divider/mixers and flow-reversible heat ex­
changers, is also flow-reversible. The proofiStarts from the 
trivially flow-reversible exchanger constituted-by just the inlet 
streams, with no heat exchange, mix^ or division whatsoever, 
which is described by a matrix M th^t is equal to the unit 
matrix. Proceeding along the inlet strearns, the various 
constituting parts of the exchanger are found. As each one is 
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Fig. 7 Cross section of a three-row tube bundle used for a two-pass air 
cooler. The pass assignment for each tube is indicated inside the tube 
section. Two possible configurations are shown in (a) and (b). The 
arrows indicate an air velocity distribution peaked at the central part of 
the exchanger. 

encountered, it is incorporated into M by matrix 
multiplication, with the provision that whenever an inlet 
stream of a new element is not already present as an outlet 
stream of M, M is first expanded to incorporate it as a 
spectator. After all the outlet streams of the exchanger have 
been reached, the only task left is to perform the reduction of 
all the inlet lines that were introduced as spectators with the 
matching lines that the process has generated, thus recon­
structing the correct topology for the exchanger. Throughout 
this operation flow reversibility is preserved, and therefore, 
the property is valid for the whole exchanger. 

The proof just presented has the apparent limitation of 
being valid only for exchangers constructed by assembling a 
finite number of flow reversible constituents. The elements 
for such a construction are obtained by recursively sub­
dividing a given exchanger into constituent parts until the 
flow reversibility of each component follows from geometric 
symmetry considerations. The most elementary of such parts 
or "cells" are flat conducting surface elements in thermal 
contact with the two fluids. However, the decomposition of 
the exchanger into trivially symmetrical parts need not always 
be carried out to this level, because, as we have discussed in 
the example b of section III, more elaborate constituents such 
as pipe elements exchanging heat in crossflow (or cocurrent 
flow, or counterflow, or flow at any other angle), are also 
geometrically symmetric. Therefore, we claim that any ex­
changer of physical interest, no matter how complex, can be 
approximated to any desired degree of accuracy by such a 
construction, provided a sufficiently large number of 

elements is chosen. The validity of the flow-reversibility 
property is therefore only limited by the conditions of validity 
of the matrix formalism used, which preclude change of 
phase, heat losses, and temperature dependence of heat 
capacities and heat transfer coefficients. 

6 Air Cooler Example 
We present here an example of the application of the flow-

reversibility property to the domain of air coolers. Suppose 
that we have a three-row tube bundle with eight tubes per row 
(any multiple of four will do equally well). To make the 
example more realistic, assume that the inlet and outlet air 
velocity distribution is not uniform, but is instead peaked at 
the central part of the exchanger. We do, however, assume the 
same velocity distribution for the inlet and outlet air. With 
these elements, we want to construct a two-pass crossflow air 
cooler and we wonder which one of the two configurations 
shown in Figs. 7(a) and 1(b) has a higher effectiveness. We 
might be tempted to make a choice on the basis of qualitative 
physical arguments, or even perform and compare two finite 
element computer calculations. However, we observe that 
reversing the flow directions of the inlet air and the tube fluid 
(which interchanges l's and 2's in Fig. 1(a)), we obtain the 
arrangement of Fig. 1(b). Thus the two configurations are the 
flow reversed of each other, and therefore, they have exactly 
the same tube fluid effectiveness, P. Strictly speaking, in 
order to reach this conclusion we should have a basic heat 
exchanger, i.e., we should mix thoroughly the outlet air. The 
conclusion, of course, is still true, even if we do not mix the 
outlet air, because the tube fluid outlet temperature is not 
influenced by what happens to the outlet air. 

In the preceding example, we have not even attempted to 
calculate the effectiveness, which is no simple task because the 
configuration is complicated (the middle tube row is shared by 
two different passes), and the velocity distribution is not 
uniform. In spite of that, we have been able to predict that 
two such configurations, which do not look equal to each 
other, are actually thermally equivalent. This is precisely what 
is meant by a symmetry property. 

If, however, in the foregoing example the inlet and outlet 
air velocity distributions are not exactly the same, the ex­
changers of Figs. 7(a) and 1(b) are no longer precisely the flow 
reversed of each other, and the corresponding effectiveness 
need not be exactly equal. Multiple examples of applications 
of the flow-reversibility property similar to the one discussed 
can be found in the practice of heat exchanger design. 

7 TEMA G Split Flow Shell-and-Tube Exchanger 
In order to exhibit an application of the flow-reversibility 

symmetry to an exchanger (or, actually, a fraction thereof) 
described by a truly rectangular matrix, we discuss the split-
flow shell-and-tube exchanger shown in Fig. 8(a) (TEMA G 
shell). Figure 8(b) shows a block decomposition of the ex­
changer, in which blocks labeled A represent a heat exchange 
process between shell and tube fluids which, if the number of 
baffles is sufficiently large, can be described by counterflow 
exchange. Conversely, in the same approximation, B can be 
described by pure cocurrent flow exchange. Alternatively, 
both A and B may be split into several crossflow exchangers, 
each one describing a section between two transverse baffles. 
For our present purpose of illustrating flow reversibility, both 
approaches are equally valid, and for simplicity, we stick to 
the first one, which corresponds to the limit of infinitely many 
baffles. 

We begin by finding the 3 x 2 matrix ML wh ich describes 
the lower half of the exchanger, shown in Fig, 9(a), such that 

t'x 
t'l 
T'L 

= ML 

t ' ) 

TL 
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For the A and B blocks, we define as usual the matrices MA 

and MB through the relations 

(12) 
t'l 

1 L 

= MA 
tA 

TL t 

t'2 

T'L 

= MB 

tB 

T"L 

Hence, we can write 

1 0 
0 
0 

M„ 

t' i 

t'l 
T'L 

= 

1 0 0 
0 1 MB 

o 

1 
0 
0 

1 0 0 
0 0 1 
0 1 0 

0 0 
MB 

1 0 0 
0 0 1 
0 1 0 

MA 

0 0 

t' 
tB 
T"L 

t'i 
'Y'ti 
1 L 
tn 

0 
0 
1 

1 
0 
1 

0 
1 
0 

t 

TL 

and, comparing with equation (11), we obtain 

M, = 

MAn 

MAn 

MA2[ 

MBn+MBn 

MBn +MBu 

MAn 

MBn MAn 

MB22 MAn 

(13) 

(14) 

The expressions for MA and MB are obtained by solving the 
elementary counterflow and cocurrent flow differential 
equations, respectively, which give for RA ^ 1 

MA = 

and for RA ^ 1 

MA 

1 

RAa-l 

1 

( * 4 - l ) a 

RA(<x-V 

a-l 

RA-l 

l+N, tuA 

N "'A 

N, '"A 

(15) 

(16) 

t' 
T'u 

M„ 

0 0 0 

whereas 

with 

MB-. 
l+R<-

RB + l 

RBO- 0) 

1-|8 

l+RBP 
(17) 

a ^ e x p t ^ - 1 ) ^ ] 

P = exp[-(RB + l)Nlllg] (18) 

From the foregoing expressions, ML can be immediately 
calculated. It should be kept in mind, however, that the values 
of/?,,, RB, NlUA, and TV, are related to R and Nlu for the 
whole exchanger through the relations 

RA ~RB — R/2 

NIUA=NIUB=Nlu/2 

For ML, one obtains for RA = RB ^ 1 

1 

(19) 

M, =-
(*RA-l)(RA + l) 

and for RA = RB = 1. 

1 

(RA
2~l)a 

RA(a-W-0) + (RA+l3)(RA 
RA{a-l)(l+RA(3)+RA(l-f3) 

The following step is to calculate the 2 x 3 matrix My, which 
describes the upper half of the exchanger, shown in Fig. 9(6), 
for which we write 

(22) 

We observe, however, that this upper half can be obtained by 
applying the flow-reversal transformation to the lower half, 
and therefore have 

MV = ML 

t' 

T'u 
= Mu 

ti 
h 
Tv 

l/wc 0 

0 l/WC 

wc/2 
0 
0 

MLu/2 

RML > 2 / 2 

MLn 

MLn 

ML2i A 

M ^ 2 2 A 

0 0 
wc/2 0 
0 WC 

ML2Xn 

RMLn/2 

MLJR 

^ 3 2 

(23) 

Thus the flow-reversibility property allows us to calculate Mv 

from the previously derived expression for ML. 
Having proceeded so far, we might as well complete the 

calculation of the effectiveness of the split-flow exchanger. 
The upper and lower halves can be combined by matrix 
multiplication using the trick already employed in section 3, 
example (c), of incorporating rows and columns with 
vanishing elements except for elements equal to one along the 
matrix diagonal, whenever spectators are present. In addition, 
when the order in which two temperatures appear in a given 
temperature vector is not the one for which a matrix has been 
constructed, the vector components can be rearranged by 
multiplication by an adequate "rearrangement matrix." Such 
a matrix is just the unit matrix in which two or more rows 
have been permuted. In this fashion, we can write 

1 0 0 0 
0 1 0 0 
0 0 0 1 
0 0 1 0 

M, 

0 0 

0 
0 
0 
1 

/ 
T,. 
Tu 

= M 
t 
T, 
T„ 

(24) 

and reduction in the T' v - TL pair gives 

where 

V 

T'L 

= MR 

t 

Tu 
(25) 

MRn = P = M 1 3 +M1 2M2 3 /(1 - M 2 2 ) (26) 

The effectiveness of the exchanger can therefore be written in 
terms of the matrix elements of M which, through equations 
(23) and (24), are expressed in terms of the matrix elements of 
ML, namely 

M12 = (M, , M,+MLo, Mt 21 ' " i 2 2 ) / 2 
Mn=MLn/R 

M22=R(MLn
2+ML22

2)/2 

M2J=M„=M,„ 

(27) 

( « 4 + l ) ( a - l ) 
a - l ) (l-P)(RA-l) 
(RAa-l) (l+RA(3){RA-l) 

(20) 

Mi. 
l+N. '"A 

+ (l+/3)/2 
Nlu"A+(l-fi/2 

"'A 

N,UA 
(1 - 0)/2 
(l+/3)/2 

If we want to analyze the effect of inverting the tube flow, we 
(21) need only perform instead the reductioh of the matrix M in 

the T' L - Tu pair, which leads to the result,, 
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Fig. 8 TEMA G split flow shell-and-tube exchanger: (a) flow diagram, 
(b) block decomposition 
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Fig. 9 (a) Lower half of the exchanger of Fig. 8 and (b) upper half of the 
same exchanger 

P=(M. , MLt+ML ML„/R (28) 
-11 L12 *-21 z -22 ' ' ~ ' ""'-31 " ' ^ 3 2 ' 

The corresponding LMTD correction factors are plotted in 
Fig. 10, which shows that, as expected, the split-flow ex­
changer has a much higher correction factor if the tube inlet is 
on the shell outlet side than if it is on the shell inlet side. Our 
solution for the former case coincides with that obtained by 
Schindler and Bates [5] under the same assumptions, whereas 
we know of no published solution for the other configuration, 
which is obtained from the previous one by inversion of the 
direction of one of the fluids. 

8 Conclusions 
The concept of flow reversibility discussed in the present 

Paper has two basic appeals. In the first place, it is a labor 
saving device. We need only calculate one half of all possible 
nongeometrically symmetric configurations, and the other 

T 
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FIG. 10 b) 
Fig. 10 LMTD correction factors for TEMA G split flow shell-and-tube 
exchanger for large number of baffles with (a) tube inlet on shell outlet 
side and (b) tube inlet on shell inlet side 

half is taken care of by flow reversibility. This was illustrated 
by the example of the split-flow exchanger of section 7, in 
which there is no need to calculate the matrix which describes 
the upper half of the exchanger, because after the flow-
reversal operation is performed, the upper half coincides with 
the lower half. Of course, it may be argued that if we are able 
to calculate the lower half in the first place, we can also 
calculate the upper one, and that is quite right: flow-
reversibility does not help solving otherwise unsolvable 
problems. It just allows one to solve half as many of the 
(nongeometrically symmetric) solvable ones. Moreover, in the 
case of geometrically symmetric exchangers, for which flow 
reversibility appears as a trivial statement, we still learn 
something, namely, that for such cases M = D~lMD' = M. 
This relation implies constraints on the matrix elements of M 
which may facilitate their determination for complex ex­
changers. 

The second and possibly more important aspect of the flow-
reversibility concept is that it is a symmetry property which 
follows from the basic properties of linearity, heat con­
servation, and translational invariance in the temperature 
variable of the heat transfer equations. Therefore, it applies 
to all exchangers for which these properties ar^ valid. Within 
this restricted domain, which rules out change Of phase, heat 
losses, and temperature dependence* of the heat transfer 
coefficients and heat capacities, this symmetry property states 
that two physically different processes, which are related 
through a well-defined transformation, ape..basically ther-
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mally equivalent. We thus conclude, for instance, that the 
coincidence pointed out by Gardner and Taborek [2] between 
the effectivenesses of the exchangers of Figs. 1(a) and \(b) is 
neither a fortunate accident, nor the consequence of some 
particular assumption of the model used, but that it will hold 
true in any other model, no matter how elaborate, within the 
domain of validity stated above. Thus, we are able to make 
predictions for cases which may be too complicated to solve 
analytically, and even too costly to solve numerically and that 
involve exchangers with arbitrary numbers of inlet and outlet 
streams. In other words, through the flow-reversibility 
analysis we obtain, in addition to a labor saving scheme, a 
new insight into heat transfer processes based on a hitherto 
overlooked symmetry property of significant predictive 
capability. 
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A P P E N D I X 

Theorem I: Let A and B be two flow-reversible heat ex­
changers, such that outlet streams of B are inlet streams of A. 
The composite exchanger described by the matrix M 
= MA MB is also flow reversible. Proof: For the reversed 
process we have 

M=MBMA 

Because both A and B are reversible, using equation (3) 

(29) 

[MBMAD' =D-lMD'(i0) M=DlMBD"D" ~XMAD' =D~ 

which is the desired result. 
Theorem II: Let R be a flow-reversible heat exchanger such 

that, for one of the fluids, the flow rates of an inlet and outlet 
stream coincide. The reduced exchanger obtained by 
bypassing those two streams is also flow reversible. 

For clarity, we are going to present the proof of n = n' = 
2, N = N' = 1, with the reduction performed on the first 
inlet and outlet shell streams, such as shown in Fig. 6. The 
generalization to other cases is straightforward. We assume 
Mn ^ 1 because otherwise the shell stream 1 is decoupled 
from the rest of the exchanger and the reduction consists in 
eliminating the first row and column from the matrix M, from 
which flow reversibility of the reduced process follows im­
mediately. 

For the direct process, the reduced matrix is [3] 

MR 

M22+M2l M 1 2 / ( 1 - M n ) Mn+M2] M , 3 / ( 1 - M u ) 

Mn+M3i M 1 2 / ( T - M „ ) Mn+M3l M 1 3 / ( 1 - M u 

(31) 

Since the direct process was assumed to be flow reversible, the 
full matrix for the reversed process can be obtained from 
equation (3) as follows. 

M= 
Mu M2Xv>2lv>\ MlxWClY>xc 
M]2wi/w2 M22 Mi2WC/w2c 
MnwxclWC M21w2c/WC Mi} 

(32) 

where the relations w, = w't and w2 = w'2 have been used. 
If we now perform the reduction on the reverse process, we 

obtain 

(M), 
M22+Mn M 2 1 / ( 1 - M u ) [MJ2+MX2 M3l/(l-Mu)]WC/w2c 

[M23+M2l M[3/(l-Mu)]w2c/WC MJ3+M3I Ml3/(\-Mu) 
(33) 

From equations (3), (31), and (33), the relation 

The cases of Figs. 1(a) and 1(b) are discussed in this reference in addition to (MR ) = (M) R 

other references. Because complete transverse mixing of the shell fluid is 
assumed, the same results apply to the arrangements of Figs. 1(c) and 1(d). is v e r i f i e d , w h i c h c o m p l e t e s t h e p r o o f . 
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Recirculation of Purged Flow in an 
Adiabatic Counterflow Rotary 
Dehumidifier 
The average process stream outlet humidity ratio of an adiabatic counterflow 
dehumidifier can be lowered if a portion of the process outlet stream is purged from 
the bulk flow. The purged stream can be recirculated and introduced at the inlet of 
the regenerating period. In this paper, the performance of such a purged coun­
terflow dehumidifier is studied. Two purge geometries that result in a spatially 
nonuniform inlet condition in the regenerating period are considered. Wave 
diagram solutions for the limiting case of infinite heat and mass transfer coef­
ficients are used to qualitatively predict the behavior of the purged dehumidifier. A 
finite difference solution is used to verify the general trends of the approximate 
wave diagram solutions. The effect of the recirculated purge on the process stream 
outlet states of high performance silica gel dehumidifiers with low and high thermal 
capacitance matrices operated at nearly optimal rotational speeds is evaluated. 

Introduction 
Counterflow rotary dehumidifiers are used in industrial air 

driers [1] and in energy-efficient, open-cycle desiccant air 
conditioners [2-5]. Considerable effort has been made to 
optimize the dehumidifier performance [4-8]. 

The performance of the adiabatic rotary dehumidifier can 
be improved by purging high-temperature, wet air from the 
dehumidified air stream, as shown schematically in Fig. 1. In 
steady-state operation, the air streams emerging from the 
dehumidifier have circumferential distributions of tem­
perature and humidity ratio [9-11]. The air that exits in the 
first 10 to 20 percent of the rotational arc of the process 
period is considerably hotter and wetter than the rest of the 
dehumidified air stream. If this hot and wet air is physically 
removed from the process stream before mixing occurs, the 
mean temperature and humidity ratio of the process outlet air 
stream can be lowered. The purged air stream may be 
discarded, but since it is at high temperature, it can be 
recirculated and used in the regenerating period. The recir­
culated purge stream may either be mixed with the bulk 
regenerating stream or used to produce a locally nonuniform 
distribution in the regenerating period inlet. Recirculation of 
purged flow can both increase the dehumidification in the 
process stream and decrease the energy input to the 
regenerating stream. In addition, if the regenerating stream is 
heated by an open flame, the purge section can prevent 
contamination of the process air stream with combustion 
byproducts. The purged rotary dehumidifier has been used in 
prototype, open-cycle, desiccant air-conditioning systems 
developed by the Garrett Corporation and the Institute of Gas 
Technology [4, 5]. The effect of purging on open-cycle 
desiccant cooling system performance has been studied [13]. 

Adiabatic counterflow dehumidifiers with purged air 
recirculation and a spatially nonuniform regenerating stream 
inlet state are analyzed in this paper. Only balanced (equal 
Vji;) and symmetric (equal 0,-) dehumidifiers are considered. 
The limiting case of a dehumidifier with infinite heat and 
mass transfer coefficients is studied first, using an ap­
proximate analogy with heat transfer regenerators. This 
analysis qualitatively shows the effect of purge recirculation 
on the dehumidifier performance. A finite difference model 
of the dehumidifier is then used to determine the outlet and 
Purge states of a counterflow silica gel dehumidifier with 
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finite transfer coefficients. Typical silica gel properties are 
used, and the heat and mass transfer rates are assumed to be 
limited by convection. Both low and high thermal capacitance 
matrices are modeled, corresponding to matrices with small 
and large proportions of nonadsorbing structural materials. 
The numerical results are used to verify the trends suggested 
by the analogy analysis and to indicate the improvement in 
dehumidification and reduction in energy input obtained with 
recirculated purge in comparison to an unpurged counterflow 
dehumidifier. 

The Purged Dehumidifier Model 
In the recirculation pattern illustrated in Fig. 1, flow from 

the outlet of subperiod 1 of period 1 is recirculated to the inlet 
of subperiod 1 of period 2 and is referred to as the precon­
ditioning purge or recirculation pattern. A postconditioning 
purge geometry, with recirculation to subperiod 2 of the 
regenerating period, is also considered. The fractional sub-
period boundaries are described by $Jk = 4>jk/^j. For 
example, /3H = 0.10 implies that the purge section occupies 10 
percent of the total arc of period 1. 

In this study, the following assumptions concerning the 
flow and transfer processes in the counterflow rotary 
dehumidifier are made: (/) the flow in each subperiod is at 
constant pressure and velocity; (ii) the flow at each subperiod 
inlet is at uniform temperature and humidity ratio; (Hi) there 
is negligible axial diffusion of heat or moisture in the matrix 
and air; (iv) the thermal and moisture capacitances of the air 
in the matrix interstices are negligible compared to the matrix 
capacitances; (v) there is no transfer flux coupling by thermo-

"\Wheel Rotation 

(Process) 
Period 

(Regenerating) I 

Period 2 

Inlet Air Flow 

Inlet Air Flow 

Fig. 1 Counterflow dehumidifier with preconditioning recirculation of 
purged flow >< » 
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diffusion or Dufor processes; (vi) the transfer processes 
between the air and the matrix can be described by composite 
transfer coefficients. 

The conservation equations written with respect to a 
coordinate system moving with the matrix are [9, 10]: 

Mass 

dw dW 
= 0 

j,k=l,2 (1) 

Energy 

di dl n 

The transfer rate equations for mass and heat are 

Mass 

— =Ajk{w„ 
dx 

•wf) 

Energy 

—— = Ajk (Le 0 c 7 ( t m - t f )+ /„„ (w„ 

j,k= 1,2 (2) 

•wA) 

Since the coordinate system is fixed with respect to the 
matrix, the rotary nature of the dehumidifier is modeled using 
periodic boundary conditions. The counterflow geometry is 
reflected by a reversal in flow direction at the beginning of 
each period. The recirculation condition is imposed by taking 
the spatial average of the outlet temperature and humidity 
ratio in the purge section to be the inlet condition for the 
appropriate subperiod in the regeneration period. The con­
servation of mass requires that /ZK, the ratio of matrix 
rotational mass flow rate to air flow rate, in the two purge 
subperiods be equal (e.g., JXKU = /J.K21 for the preconditioning 
purge). 

Equilibrium Analysis of the Purged Dehumidifier 

If the transfer coefficients in equations (2) are infinite, then 
equations (1) describe equilibrium changes in the local air and 
matrix moisture and enthalpy. Analysis of the equilibrium 
system provides both an intuitive understanding of the 
dehumidifier operation and an upper bound to dehumidifier 
performance. 

Banks and Maclaine-cross have shown that by proper 
definition of combined heat and mass transfer potentials, F, 
and F2, and combined capacitance ratios, 7, and y2, 
equations (1) can be transformed to 

8F; 

dx7 + OjPjk C,jk 
30' 

= 0 
i = l , 2 

, /= l ,2 
(3) 

where C/jk = iuijky-, [9, 14-16]. The combined potentials, F, 
and F2, and the combined capacitance ratios, 7, and y2, are 
functions of the equilibrium thermal and sorption properties 
of the moist air-adsorbent system. Equations (3) are first-
order kinematic wave equations that are exactly similar to the 
wave equation that describes the equilibrium heat transfer in a 
rotary sensible regenerator [12, 14]. Wave diagrams drawn on 
an x' - 0' coordinate system can be used to solve wave 
equations of this form [12, 14, 15]. The F, wave fronts 
propagate with velocities ViJk = l/(9jfijkCijk). Since for all 
desiccants, 7! < y2, an Fx change wave traverses the matrix 
more rapidly than an F2 wave. If the 7, are constant, F, 
changes propagate as sharp discontinuities through the 
matrix, represented by a straight line on the wave diagram. 
For most sorbents, the 7, are not constant, so that the velocity 
of the Fj wave fronts vary with matrix state and the fronts can 
change shape. A broadening wave front is represented by a 
fan of lines on the wave diagram. Finite transfer coefficients 
tend to broaden or smear the wave fronts [9, 12, 14, 15]. 

Wave diagrams for Fx and F2 have previously been used to 
solve equations (3) for dehumidifiers with uniform [9, 14, 15] 
and spatially nonuniform [18, 19] air inlet states. The 
qualitative description of unpurged dehumidifier operation 
provided by this solution technique has been verified by 
comparison with the results of finite difference models [9, 
13-15]. The equilibrium F, wave diagram solutions for the 
purged dehumidifier are given here, and are later sub­
stantiated and refined by presentation of the results of a finite 
difference model. 

It is assumed that the desiccant properties of the balanced 
and symmetric dehumidifier are constant. Therefore, fijkCjjk 

= C(j, the wave velocities in each subperiod are equal, VjJk 

= Vjj = Vh and F, lines on wave diagrams do not change 
slope at subperiod boundaries. For convenience in discussion, 
the subscripts on (3U, the fractional purge angle, will be 
dropped. 

The hot and wet air in the initial portion of the 
dehumidified air stream is due to an F{ wave at the 

Nomenclature 

Cf = moist air thermal capacitance [energy/(dry mass-
temperature)] 

cm = matrix thermal capacitance [energy/(dry desiccant 
mass-temperature)] 

Cjj = (fiK)jyi analogous rotational capacity rate of 
period./ [dimensionless]. 

Cjjk = {f-n)jkyi subperiod k of period j analogous 
rotational capacity rate ratio for the F, potential 
[dimensionless] 

F, = ;th combined heat and mass transfer potential 
[dimensions arbitrary] 

/ = moist air enthalpy [energy/dry mass] 
/„,„ = water vapor enthalpy [energy/mass] 

/ = matrix enthalpy [energy/dry mass] 
J,j = 4h/(p'dhCj), where h is the heat transfer coef­

ficient, p ' is the dry fluid density, dh is the 
hydraulic diameter. The lumped matrix-fluid 
transfer coefficient per unit mass of fluid [time ~' ] 

J„j = 4h„/(p'dh), where h„ is the mass transfer 
coefficient, p' is the dry fluid density, and dh is the 

hydraulic diameter. The lumped matrix-fluid mass 
transfer coefficient per unit mass of fluid [time ~' ] 

L = axial flow length through the matrix [length] 
Le0 = J,0 /JWJ•, overall Lewis number [dimensionless] 
tjkJ = temperature at face / of subperiod k of period/ 

Vj = air velocity in period/[length/time] 
vjk = air velocity in subperiod k of period j [length/time] 

KJK = l/0jPjkCijk< velocity of the F,- change wave in 
subperiod k of period/ [dimensionless] 

w = moist air humidity ratio [dimensionless] 
WJJ = spatial average humidity ratio at face / of period j 

[dimensionless] 
wjk,i = spatial average humidity ratio at face / of sub-

period k of period/ [dimensionless] 
W = matrix water content [dimensionless] 
x = axial displacement through matrix measured from 

period entrance [length] 
x' = x/L, dimensionless axial position [dimensionless] 

(3 = </>!!/$!, fractional purge angle 
fijk = <t>jk/$j, fraction of period./ occupied by subperiod 

k [dimensionless] 
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regenerating state (Flr) [9, 13-15]. Therefore, there are two 
solutions to consider for each purge geometry, corresponding 
to whether or not the FXr wave passes through the matrix 
within the arc of the purge section. If 8 < C,A (i.e., C, ,, < 
1), the F]r wave is not completely purged; conversely, if /3 > 
C, i (C, n > 1), the Flr wave is entirely within the purge 
section. In each case, it is assumed that the purged air is fully 
mixed prior to introduction at the inlet of a subperiod in 
period 2. Thus, the distribution of the purged outlet state is 
destroyed, but the mean purge state creates a nonuniform 
inlet condition in the regenerating period. The Fs and F2 wave 
diagrams for these four cases are illustrated in Figs. 2-5. 
Figures 2 and 4 are for B < Cxx, corresponding to an in­
complete purge of the regeneration Fx state, while Figs. 3 and 
5 illustrate 8 > C, , cases. In all of these diagrams, p is the 
process inlet state, pr is the purge state, r is the regenerating 
state, and o is the process outlet state. 

Figure 2 shows the wave diagrams for the preconditioning 
recirculation pattern with 8 < C , , . The purge state is the 
regenerating inlet state. The mean period 1 outlet state and the 
d' distribution of period 1 outlet states are unaffected by the 
purge recirculation and are the same as for an unpurged 
dehumidifier. The preconditioning purge with 8 < C, , shifts 
the process outlet state toward the period 1 intersection point, 
corresponding to improved dehumidification. 

The Fj wave diagrams for the preconditioning recirculation 
with B > C, j are shown in Fig. 3. The purge state is between 
the period 1 intersection point and the regenerating inlet state. 
The distribution and mean of the period 1 outlet states are 
identical to those for the preconditioning purge with 8 < C u . 
The process outlet state is at the intersection point of the F]p 

and F2r lines, and maximum dehumidification is obtained. 
The solution for the postconditioning recirculation pattern 

with 8 < Clx is shown in Fig. 4. For constant 7,, the/7, purge 
states are recycled through the matrix and are completely 
arbitrary. In a system with variable y, or finite transfer 
coefficients, the wave fronts smear, and the purge state, 
rather than being arbitrary, tends to the regenerating state. In 
this case, the postconditioning recirculation with 8 < C M 

results in the same distribution of period 1 outlet states as the 
preconditioning recirculation with 8 < CIX. Regardless of the 
purge state, the process outlet state is identical to that for the 
preconditioning purge with 8 < Cl%l. 

The postconditioning purge with 8 > Cxi is illustrated in 
Fig. 5. The F2pr state is again completely arbitrary. However, 
F\pr = F\P< and the matrix is uniformly at Flp during period 

Nomenclature (cont.) 

7, = analogous capacitance ratio for the F, potential 
[dimensionless] 

VwP = ( w u - w 1 2 i 2 ) / ( w u - w U n t ) normalized de­
humidification per unit process period flow 
[dimensionless] 

Vwp = (1—j8n)i/Wp normalized dehumidification per unit 
total period flow [dimensionless] 

6 = time from the beginning of period 1 
Oj = duration of period j [time] 

djk = duration of subperiod k of period j [time] 
6' = 0/T rotational time divided by time for a complete 

revolution [dimensionless] 
OJ = dj/T fractional rotational time of period j 

[dimensionless] 
Kjk = L/(Vjkdjk), carry-over ratio [dimensionless] 

AJk = JwjkL/vjk, dimensionless mass transfer length 
[dimensional] 

My = dry period j matrix mass divided by dry fluid mass 
contained in matrix in periody [dimensionless] 

<t>jk = angle associated with subperiod k of period j 
[radians] 

1. If the wave fronts broaden, then F2pr = F2r, and the period 
1 outlet is uniformly at the intersection point of the Flp and 
F2r characteristics. The process outlet state is at the period 1 
intersection point, as it is for the preconditioning purge with 8 
>C 1 > 1 . 

The equilibrium analysis of the recirculated purge 
dehumidifier indicates that while the 6' distribution of the 
period 1 outlet states is influenced by the recirculation 
geometry, the process outlet state (^2,2.^12,2) depends only on 
the magnitude of the purge angle /3 in relation to C u . As 8 
increases, the fraction of the flow through period 1 of the 
dehumidifier that goes to the process decreases. At 8 = C, x, 
just as the regenerating state Ft is completely purged, the 
minimum outlet humidity ratio is obtained. For 8 > Clu 

there is no change in process outlet state, but the useful 
process flow rate is decreased. This suggests that the optimum 
purge angle regardless of the recirculation pattern is B = C, ,. 

Numerical Analysis of the Purged Dehumidifier 

In a dehumidifier, the transfer coefficients are finite and 
the 7, are not constant. Therefore, an equilibrium analysis is 
only of qualitative utility, and a numerical solution of 
equations (1, 2) is required to fully investigate the per­
formance of the purged dehumidifier. The finite difference 
solution used in this study was derived from a method 
developed by Maclaine-cross [9] that was previously used by 
the authors [6, 13, 17]. The difference equations are second 
order. Solutions are obtained for three grid sizes, and the 
results are quadratically extrapolated to zero grid size. The 
extrapolated solution is fourth order [9]. For the results given 
here, the errors in the system moisture and energy balances 
are less than 0.01 percent of the changes in humidity ratio or 
enthalpy from period inlet to outlet. 

A symmetric and balanced counterflow silica gel 
dehumidifier is studied. The overall Lewis number is assumed 
to be unity, a condition satisfied if convection controls the 
heat and mass transfer rates. Typical silica gel properties are 
employed to characterize the desiccant [13, 17]. Results are 
presented for two matrices. In one, there is negligible con­
tribution by the structural materials to the matrix thermal 
capacity, and the bulk specific heat of silica gel applies 
(c,„ =921 J/kg-°C). A matrix that is 50 percent mylar or 44 
percent aluminum by volume is also considered (cm = 3350 
J/kg-°C) [6]. Solutions are presented for high-performance 
dehumidifiers with Ajk = 20.0. The ratios of matrix 
rotational mass flow rate to air mass flow rate considered are 

*y- = angle associated with periody [radians] 
T = time required for a complete wheel revolution 

Subscripts 

/ = evaluated at fluid state 
/ = combined potential index 

int = evaluated at intersection point of Fx characteristic 
through the period j inlet state and the F2 

characteristic through the period 3-y inlet state 
j = period index 
k = subperiod index 
/ = face index 1 = inlet, 2 = outlet 

m = evaluated at, or in equilibrium with, the matrix 
state x 

o = time or spatial average process outlet state 
p = evaluated at the process inlet state '• 

pr = evaluated at the time or spatially averaged purge 
state "; 

r = evaluated at the regenerating inlet state 
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Fig. 2 Wave diagrams for the preconditioning purge with /S < Cf 1 
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Fig. 3 Wave diagrams for the preconditioning purge with /S > C 1 1 

Table 1 Inlet states, and the corresponding period 1 F-t 

intersection points and outlet states for an unpurged 
dehumidifier with a low or high thermal capacitance matrix 

Inlet States (°C,g/kg) 

1 
2 

inlet state 

Process 

(35,14.2) 
(26.7, 11.1) 
matrix c,„ 

(J/kg-'Q 
921 

3350 
921 

3350 

Regenerating 

(85,14.2) 
(85,18.8) 
Cl, int>M ' l , int) 

(°C,g/kg) 
(65.51,3.846) 
(74.76,3.959) 
(52.16,2.151) 
(61.49, 1.219) 

( f l ,2 .wi , 2 ) f l 

("C, g/kg) 
(66.0,5.17) 
(70.2, 6.47) 
(55.6,3.52) 
(62.6, 4.22) 

"A = 20.0, Le0 = 1, fiK = 0.20 and 0.125 for low and high thermal 
capacitance matrices, respectively. 

JXK = 0.20 for the bulk silica gel dehumidifier and IMK = 0.125 
for the high thermal capacity matrix. These /XK result in nearly 
maximum dehumidification of the process air stream in 
unpurged operation of the respective matrices [6, 17]. Two 
pairs of inlet states relevant to air conditioning processes are 
used. These are given in Table 1, along with the period 1 F, 
intersection points (^i.int.^i.int) a n d the process outlet states 
01],i>wi,i) for an unpurged dehumidifier with either the low or 
high thermal capacitance matrix. 

The qualitative accuracy of the equilibrium' analogy 

r-
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_J 
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Fig. 4 Wave diagrams for the postconditioning purge with /3 < C-, ., 
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Fig. 5 Wave diagrams for the postconditioning purge with /3 > C 1 1 

Table 2 Finite difference solution for the purged 
dehumidifier with 0 < d , , , /3 = ClA, and 0 > C,,, for inlet 
state pair 1 

Period 1 mean Purge Process 
tCC) w(g/kg) f(°C) w(g/kg) t(°C) w(g/kg) 

Precond. 
,3 = 0.025 65.96 5.167 84.96' 

0.0875 65.94 5.171 81.50 
0.150 65.86 5.187 76.73 

14.164 65.46 4.937 
11.564 64.43 4.558 
8.945 63.93 4.524 

Postcond. 
(3 = 0.025 

0.0875 
0.150 

65.95 
65.11 
64.34 

5.164 
4.689 
4.478 

84.85 
72.98 
66.71 

14.064 
6.438 
4.271 

65.46 
64.35 
63.92 

4.936 
4.521 
4.515 

solutions is demonstrated by the period 1 outlet air tem­
perature and humidity ratio distributions shown in Figs. 6 and 
7 for the preconditioning and postconditioning recirculation 
patterns. A low thermal capacitance dehumidifier with inlet 
state pair 1 and IXK = 0.20 is considered. For this case, C, , = 
0.0875 [17], so that the selected range of /3 spans incomplete 
and complete purging of the Fu state. Table 2 gives the period 
1 mean outlet state, the mean purge state, and the mean 
process outlet state for the cases considered. 4 

The equilibrium solutions indicate that the purge angle /3 
does not affect the period 1 outlet temperature and humidity 
ratio distributions in the preconditioning purge geometry. 
This is substantiated by the finite difference results given in 
Fig. 6 and Table 2. The variation with /3 of the spatial average 

372/Vol. 106, MAY 1984 Transactions of the ASME 

Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



90 

.— 
u 
• — 

111 
IT 
-> t -
4 

iLl 
0 . 
S 
UJ 
V-
rr 

< 

R0 

70 

60 

50 

40 

30 

"k l^!--L 

" \ ^ \ 

V \ 

I 
I 
\ 
\ 
\ 
\ 
\ 

1 1. 1 1 

^ / 3 „ 
^ I I 

^ A i 

I ' l l ] 

= 0.150 
= 0.0875 
= 0.025 

X ' •—-
Temperature 

/ H u m i d i t y ratio 

i > i . i 

-

-

0.10 0.20 0.30 0.40 
D IMENSIONLESS T IME G1 

20 

16 

>-

Z> 

< 

.00 .02 .04 .06 .08 .10 .12 .14 .16 .18 .20 

0.50 

Fig. 6 Period 1 outlet temperature and humidity ratio distributions for 
the preconditioning purge dehumidifier with inlet state pair 1 
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Fig. 7 Period 1 outlet temperature and humidity ratio distributions for 
the postconditioning purge dehumidifier with inlet state pair 1 

period 1 outlet temperature and humidity ratio in this case is 
much less than 1 percent of the total change in period 1 air 
state from the inlet conditions. In contrast, the equilibrium 
solutions for the postconditioning purge showed an effect of $ 
on the period 1 outlet state distributions. The predicted effect 
is evident in the numerical results given in Fig. 7 and Table 2. 
For /3 = 0.025 < CU1, the postconditioning purge outlet state 
distributions are essentially identical to those for the 
preconditioning purge, while for /3 = 0.15 > CUi the period 1 
outlet temperature and humidity ratio distributions are nearly 
constant with d' at values near those of the period 1 in­
tersection point. Also in confirmation of the analogy 
prediction, the data in Table 2 show that a given purge angle 
there is little difference in the process outlet states for the two 
geometries. The only feature of the equilibrium solution that 
is in distinct variance with the finite difference results is the 
prediction that a minimum in outlet humidity ratio is obtained 
at (3 = C, ,. The numerical results show that the minimum 
process outlet humidity ratio is obtained at a value of /3 
greater than C, ,. This result is due to the continuous nature 
of the outlet state distributions. On the whole, however, these 
comparisons of the analogy solutions with the results of the 
finite difference model confirm the qualitative utility of the 
equilibrium analysis using the analogy method. 

The numerical results show that the process stream outlet 
humidity ratio decreases with increasing /3, which suggests 
that there is a purge angle which maximizes the 
dehumidification of the process air stream. However, per­
formance of purged dehumidifiers can be compared on the 
basis of either constant total flow through the dehumidifier or 
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Fig. 8 Normalized dehumidification r)wp and i^p for low and high 
thermal capacitance purged dehumidifiers with inlet state pair 1 

constant process stream flow rate as the purge fraction is 
changed. 

If the process air flow rate is kept constant as (3 is increased, 
then the total flow through the dehumidifier must increase as 
(1- /3)" 1 . The wheel radius must increase as (1- /3) ' 1 7 2 to 
keep HK and A constant. For constant dehumidifier process 
stream flow, the dehumidifier efficiency is 

" 1 , 1 "12,2 ,A\ 

W l , i - W | , i n t 

where wUnl is the humidity ratio at the period 1 F,- intersection 
point. This is a measure of dehumidifier performance 
provided that the dehumidifier size and the power to pump air 
through the dehumidifier are unimportant. 

If the total air flow through the dehumidifier is kept 
constant as /3 is increased, then the dehumidified air flow rate 
decreases as (1 - 0). In this case, the effective humidification 
per unit total process period flow is 

V« ,= (l- |8)ij1»,= ( l - | 8 ) - ^ ^ (5) 
W i , i - w l i i n l 

This figure of merit is appropriate if the dehumidifier is of 
specified diameter or if the power requirement to pump air 
through the matrix is important. 

The effects of purge angle (3 and purge geometry on the 
efficiencies i\„p and i\*wp for a purged dehumidifier with inlet 
state 1 are illustrated in Fig. 8. The data show that the 
postconditioning recirculation pattern consistently results in a 
slightly drier process outlet state than does the precon­
ditioning purge. For both the low and high thermal 
capacitance dehumidifiers, a minimum in process stream 
humidity ratio is obtained at (3 - 0.125. This purge angle is 
greater than the optimum predicted by the equilibrium 
analogy analysis for either matrix. The maxima in 
dehumidification per unit process flow rate, i)wp, for the low 
and high thermal capacitance dehumidifiers are respectively 7 
percent and 11 percent greater than the riwp obtained with 
unpurged operation. Although the high thermal capacitance 
dehumidifier benefits more from purging than does the low 
thermal capacitance dehumidifier, the I low thermal 
capacitance matrix still results in »the greater 
dehumidification. Also, while there are-jmaxima in ijm for the 
two matrices, the t)*wp decrease monotcmically with increasing 
P. For inlet state pair 1, at fixed total flow through the matrix, 
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the process stream flow rate decreases more rapidly with 
increasing purge angle than does the outlet humidity ratio, 
resulting in a net decrease in useful dehumidification. 

The corresponding results for inlet state pair 2 are 
illustrated in Fig. 9. The postconditioning recirculation again 
results in slightly greater dehumidification than does the 
preconditioning purge. The minima in process stream outlet 
humidity ratio occur at /3 = 0.175 and /J > 0.20 for the low 
and high thermal capacitance matrices, respectively. These 
angles are greater than those required for inlet state pair 1, 
and are nearly twice the optimum values predicted by the 
equilibrium analogy. The corresponding maxima in i)wp are 15 
and 25 percent greater than obtained with an unpurged 
dehumidifier. As was the case previously, the high thermal 
capacitance matrix results in poorer dehumidification than 
the low thermal capacitance matrix. However, in contrast to 
the results for inlet state pair 1, there are also maxima in the 
dehumidification per unit total period 1 flow, i}*wp. These 
maxima are 4 and 8 percent greater than the (3 = 0.0 values 
for the two matrices, and occur at values of /3 less than those 
corresponding to the maxima in process stream outlet 
humidity ratio. 

The finite difference solution indicates that the recirculated 
purge improves the dehumidifier performance for inlet state 
pair 2 more than for inlet state pair 1. This is due to the much 
greater difference between regenerating inlet and the process 
inlet humidity ratios for inlet state pair 2. The significance of 
these improvements in dehumidifier performance depends on 
the constraints imposed on the dehumidifier design and 
operating conditions. 

For example, suppose that the inlet states are fixed at state 
pair 2, and the dehumidifier performance can only be 
modified by changing the flow length, \Jk. For both the low 
and high thermal capacitance matrices, A^ must be increased 
to more than 80 in order for an unpurged (/3 = 0) dehumidifier 
to have the same dehumidification per unit period flow as the 
optimum purged dehumidifier with Ajk = 20. This represents 
a substantial change in dehumidifier geometry. 

Alternatively, if the dehumidifier dimensions and flow rates 
are fixed, the regeneration temperature of the unpurged low 
thermal capacitance dehumidifier must be boosted from 85 to 
88.5°C in order to give the same performance as the optimum 
purged dehumidifier with an 85 °C regeneration temperature. 
Similarly, the regeneration temperature of the unpurged high 

thermal capacitance dehumidifier must be increased from 85 
to 89.5°C. The unpurged dehumidifier requires a greater 
input of thermal energy to the regenerating stream to match 
purged dehumidifier performance, not only because the 
required regeneration temperatures are higher, but because 
the regenerating flow rate is greater than in the purged 
dehumidifier by a factor of (1 - /3 ) " 1 . For inlet state pair 2, 
the energy requirement for an unpurged flow capacitance 
dehumidifier is at least 6 percent greater than that of the 
optimum purged dehumidifier, while the unpurged high 
capacitance dehumidifier requires over 10 percent more 
energy input than the equivalent purged dehumidifier. If the 
purged dehumidifier is coupled with a regenerative heat 
exchanger, the proportional energy savings can be greater 
than those indicated here. 

Summary and Conclusions 

The performance of a purged counterflow dehumidifier 
with recirculation of purged flow to produce a spatially 
nonuniform inlet condition in the regenerating period inlet 
was studied using both an equilibrium analysis and a finite 
difference model of the dehumidifier.This study has quan­
titatively shown that dehumidifier performance can be im­
proved by purge recirculation. 

The wave diagram solutions show that in an equilibrium 
system, the process stream outlet state is independent of the 
purge geometry and depends only on the purge angle. The 
period 1 outlet state distribution is not affected by the 
preconditioning purge recirculation but is changed by the 
postconditioning purge flow. A minimum in the process 
stream outlet humidity ratio occurs at /3 = C, ,. 

The finite difference model of the dehumidifier verified the 
trends predicted by the equilibrium analysis. The numerical 
solution shows that the dehumidifier performance is affected 
by the purge angle but is only slightly influenced by purge 
geometry. The postconditioning purge geometry consistently 
results in slightly lower process stream outlet humidity ratios 
than can be obtained with the preconditioning flow. The 
period 1 outlet state distribution is insensitive to purge angle j3 
in the predconditioning purge but varies with (3 in the. post-
conditioning purge recirculation. The minimum in process 
stream outlet humidity ratio occurs at values of j3 greater than 
predicted by the equilibrium analysis. 

For silica gel dehumidifier with Le0 = 1 and with either a 
low or high thermal capacitance matrix, the recirculated purge 
dehumidifier has lower process stream outlet humidity ratios 
than the unpurged dehumidifier. However, for a constant 
total air flow rate, purged operation improves 
dehumidification capacity only if the regenerating inlet state 
humidity ratio is considerably greater than the process stream 
inlet humidity ratio. For the two inlet states considered, the 
maximum increase in dehumidification per unit period flow 
rate was 4 percent for the low thermal capacitance 
dehumidifier and 8 percent for the high thermal capacitance 
dehumidifier. The purged high thermal capacitance 
dehumidifier results in poorer dehumidification than can be 
obtained with the low thermal capacitance matrix. 
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Melting Around a Horizontal 
Heated Cylinder: Part I— 
Perturbation and Numerical 
Solutions for Constant Heat Flux 
Boundary Condition 
The melting of a solid about a heated cylinder presents an irregularly shaped, 
moving boundary problem. A transformation is used to immobilize this bound­
ary—replacing the problem of variable geometry by one of constant geometry. A 
constant heat flux boundary condition is used along the cylinder surface. Using 
perturbation and numerical methods, several solutions for this transient problem 
are generated for Stefan, Rayleigh, and Prandtl numbers of Stq = 0.374, Ra = 
5000, andPr — 54. Stq is the ratio of heat transfer rate to the thermal energy needed 
to melt the solid. Ra • B3 is the measure of the magnitude of the natural convection 
effect, where B is a dimensionless measure of the size of the melt region called the 
gap function. Ra itself can be thought of as a dimensionless heat flux, since it does 
not take the size of the melt region into account. The dimensionless groups Stq and 
Ra (based upon the surface heat flux) are used to determine two parameter ex­
pansions of the dependent variables for the regular perturbation method. The first 
three terms of the series solutions are determined. They provide accurate solutions 
for short times after the start of melting, for small values of Stefan and Rayleigh 
numbers. The accuracy of the perturbation method is verified using a numerical 
method, which is not limited to short initial time intervals or to small values of 
Stefan and Rayleigh numbers. Detailed predictions of the melt volume, shape, 
temperature field, global and local heat transfer rates are given for representative 
cases. Comparisons with earlier experimental results are made. 

Introduction 

Many important problems in engineering science involve 
very irregularly shaped boundaries that move with time. Such 
problems require that the position of the boundaries be 
determined as part of the solution. Obvious examples can be 
found in the growth of crystals, in phase-change, bubble 
dynamics, cavitation, surface waves, combustion, and in 
compressible flow problems. This study solves a typical 
engineering problem that involves an irregular moving 
boundary - the melting of a solid about a heated horizontal 
cylinder. A way to effectively negate the complications in­
troduced by irregular moving boundaries is to use a trans­
formation method. The boundaries in the physical plane are 
mapped into simple fixed geometric shapes in a transformed 
plane. Analysis is done in the simple fixed geometry of the 
transformed plane using coordinate systems such as polar or 
Cartesian coordinates. In the physical plane, the Cartesian or 
polar coordinates of the transformed plane form a curvilinear 
coordinate (generally nonorthogonal) system that grows with 
and precisely matches the irregular moving shapes of the 
boundaries. The curvilinear coordinates are called "natural 
coordinates" [1-3]. 

The most widely known contemporary method of 
generating natural coordinates is the "body-fitted coor­
dinate" method of Thompson, Thames, and Mastin [1-3]. In 
their method, problems of arbitrary, enclosed, two-
dimensional geometry are mapped into simply connected 
rectangular domains in a transformed plane. The natural 
coordinate system is determined by solving numerically a 
system of elliptic partial differential equations. A system of N 

governing equations with an irregular transient geometry is 
replaced by a system of TV + 2 partial differential equations 
with a simple fixed geometry. The method is quite general and 
provides an extremely powerful tool in a number of problems 
with irregularly shaped boundaries. 

This study uses a radial transformation method [4-9] to 
generate natural coordinate systems for problems in doubly 
connected regions (one closed boundary surrounded by 
another). Either boundary can be irregular and may move 
with time. In two dimensions, the transformation works by 
mapping the irregular moving physical domain into con­
centric circles in the transformed plane. Consequently, polar 
coordinates {r, \p) can be used in the transformed plane to 
precisely match the boundaries of the problem. The physical 
plane is defined using the polar coordinates (f, i/>). The radial 
transformation used to determine the natural coordinates has 
the following form 

-R, 
+ c and ^ = <p 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division April 4, 
1983. Paper No. 83-HT-18. 

R0-Ri 
R, and R0 are the radii of the inner and outer boundaries. In 
general, Rt = R^, t) and R0 = R0(<p, t). c is a constant that 
determines the radii of the circular boundaries in the trans­
formed plane. 

The natural coordinate system that is generated by the 
radial transformation is equivalent to the system generated by 
the body-fitted coordinate method. However, since the radial 
transformation is so simple, its use is not limited to numerical 
methods. It can be useful even in analytical methods. This 
simplicity also means that in a numerical method,' the exact 
calculation of the coordinate system requires an insignificant 
amount of computer time. This is in direct contrast to the 
body-fitted coordinate method. Finally, if R, ozR„ have fixed 
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circular or spherical shapes, fewer extra terms are added to 
the transformed governing equations. Clearly, for enclosed 
geometries the radial transformation can exhibit greater 
efficiency than the method of body-fitted coordinates. 

The radial transformation is demonstrated in this study by 
solving the problem of melting about a heated horizontal 
cylinder. This trial case is also a problem of considerable 
importance in its own right - heat transfer with phase-change 
is encountered often in modern technology. Examples range 
from the solidification of castings, to ice formation (and 
melting, and the ablation of surfaces due to aerodynamic 
heating (e.g., spacecraft reentry), More examples are found in 
the purification of materials, in the freeze drying of food­
stuffs, and in geophysics. Solid-liquid, phase-change 
problems involved in low and moderate temperature thermal 
storage systems are also of keen interest in our energy con­
scious world. Typically, these thermal storage problems occur 
in solar energy applications and in spacecraft thermal control 
systems. 

Early works (10-14) using analytical and numerical 
methods avoided the difficulty of irregularly shaped moving 
boundaries by considering only one-dimensional phase 
change. These works have contributed to our physical un­
derstanding of the basic problem. However marked, 
qualitative changes occur in the phase-change solution-the 
direct results of natural convection and an irregularly shaped 
melting front - when the domain becomes multidimensional. 

The effects of natural convection in a spatial phase-change 
problem has been clearly observed in several independent 
experiments [15-17]. In these studies, the melting region 
produced by horizontal heated cylinders grew most rapidly 
above the heated cylinder. This produced an elongated melt 
region with the heated cylinder towards the bottom. The melt 
region appeared symmetrical with respect to the vertical. The 
development of a nonconcentric melt region was attributed 
directly to natural convection. 

Sparrow, Patankar, and Ramadhyani [4] computed a 
numerical solution for melting around vertical cylinders with 
no subcooling using a radial transformation. However, higher 
order curvature terms for the interface and terms resulting 
from the motion of the interface were thrown away. This 

limits the validity of their method to cases where the buoyancy 
forces and heat transfer rates are small. Solidification in 
rectangular domains [18] and melting inside horizontal 
cylinders [19] have also recently been studied using radial 
transformations in numerical methods. Rieger, Projahn, and 
Beer [20] considered melting around a heated horizontal 
cylinder using the method of body-fitted coordinates in a 
numerical method. 

Yao and Chen [7] solved the melting of a solid about a 
horizontal heated cylinder. They determined a double per­
turbation series solution in terms of the Rayleigh and Stefan 
numbers. Yao and Cherney [8] solved this problem with the 
effects of subcooling added using an integral method. The 
initial singularity in the governing equations was removed by 
using a similarity transformation. Subcooling was found to 
suppress free convection heat transfer. Both analytical 
methods used a radial transformation to immobilize the 
irregular moving boundary formed by the melting front. 

The present work is primarily motivated by interest in 
demonstrating the use of a radial transformation method in 
engineering problems characterized by doubly-connected 
regions. The transformation is very simple and can be used to 
generate natural coordinates for analytical methods. In the 
present melting problem, the transformation is used to 
generate natural coordinates for perturbation and numerical 
methods. The perturbation solution is based upon the ob­
servation that conduction dominates the beginning of the 
melting process [7, 8, 15-17]. Natural convection is only a 
perturbation on this heat transfer process. The numerical 
method generates information on the melting process far 
beyond the initial period (and values of Rayleigh and Stefan 
numbers) for which the perturbation solution is valid. It 
clearly indicates the usefulness of the perturbation method as 
well as its limits. The two solutions augment each other and 
enhance the comparisons with the experimental results of [15] 
and [17]. 

Analysis 

The analysis begins by considering the basic equations for 
unsteady laminar flow in polar coordinates. The dependent 

N o m e n c l a t u r e 

a 
c 

f 

inner cylinder radius 
specific heat (c, = 2185 J/kg°C 
forC, 8 H 3 6 a t33°C) 
f/a., dimensionless stream-
function 

g = acceleration of gravity 
hs, = latent heat of fusion (hsj = 244 

KJ/kgforC 1 8 H 3 6 ) 
k = thermal conductivity (kt = .149 

W/m°C for C18 H36 at 33°C) 
Q = local heat flux 
r = (f-a)/(R-a), dimensionless 

radial coordinate 
s = 1 + Ma, 
I = t/(a2/a), dimensionless time 

B = (R — a) la, dimensionless gap 
function 

F = average ratio of R/a 
Pi" = v/a, Prandtl number (Pr = 54 

forC 1 8 H 3 6 at33°C) 
R = radius of the outer boundary as 

measured from the pole 
Ra = gj3a4q/avk, constant flux 

Rayleigh number 

St,, = cxqap^/hslkips, constant 
Stefan number 

T = {T-T0)/(qaXt/k), dimen­
sionless temperature 

V = F2-\, dimensionless melt 
volume 

X = (R — a)/at, nonsingular form of 
the dimensionless gap function 

a = k/pc, thermal diffusivity of the 
fluid (a = 8.79 X 10~8m2/s 
forC, 8 H 3 6 a t33°C) 

j3 = coefficient of thermal ex­
pansion (J3 = 9.01 x 1 0 - V C 
forC, 8 H 3 6 a t33°C) 

V- = 1 + #oo 
v = kinematic viscosity (v = 4.76 x 

10 - 6 m 2 / s fo rC l 8 H 3 6 a t33°C) 
p = density (p, = 777 kg/m3 for 

C, 8 H 3 6 at33°C) 
\p = \p, dimensionless angular 

coordinate 
oj = co/(cc/a2), d imens ion less 

vorticity 

flux Superscripts 

d 

d 

r= , time derivative 
dt 

or 
di 

first angular derivative 

„ _ d d2 

w or w 
second angular derivative 

Subscripts 
inner boundary 
liquid phase 
outer boundary 
solid phase 
term of zero order 
turbation methods 
term of, order *St„ 
turbation method 

10 = term of order Ra 
turbation method 

i 
I 

o 
s 

00 

01 = 

in per-

m per-

m per-
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dimensional variables are vorticity, d>, stream function,/, and 
temperature, T. The independent variables are radius, r, 
angular coordinate, \j/, and time, t. The radius of the outer 
boundary, R, is the fourth dependent variable in the phase-
change problem. The equation for R is found by considering 
the energy balance in a control system at the interface. The 
conservation of vorticity, thermal energy, stream function, 
and the governing equation for R provide four equations for 
the four dependent variables. 

Initially, at time t = 0" (solid phase only), T = T0 for all f 
> a (there is no subcooling effect, all of the solid is at the 
melting temperature). At time t = 0 + , the heating of the solid 
phase begins. Instantaneously, a concentric annular melt 
region of infinitesimal thickness appears around the heated 
cylinder. This sudden appearance of liquid phase where none 
existed the moment before corresponds to a singularity in the 
governing equations at time zero. Thus at / = 0 + (in­
finitesimal melt region exists) 

1 

dT 

~dF 
q, at r = a and T = T0 for r > a (la) 

u=f=0,R=a. (Ib.c) 

As time advances from t = 0 + , the size of the melt region 
grows and R increases beyond a for all values of \p. The 
following boundary conditions then become necessary 

-k 
dT d2f 

dr 

T=To,f=0,u=-

— r - at f = a 
dr2 

a2/ i a2/ 
dr2 R2 dd2 

(2a) 

at r = R (2b) 
K- oy/-

Since R varies with \j/, the d2f/dip2 term in the vorticity 
boundary condition at the interface (r = R) must be retained. 
The shape of the interface is determined by the local rate of 
heat transfer, which occurs in two modes. Conduction tends 
to produce a liquid-solid interface that is circular and con­
centric with respect to the inner cylinder. Natural convection 
tends to produce an interface that is symmetric with respect to 
the direction of gravity (provided the flow is steady). The 
superposition of these two effects produces an interface that is 
symmetric with respect to the vertical [15-17]. The following 
final boundary conditions then result 

dT 

"aT = 0, /=oj = 0 a t ^ = 0, 180 deg (2c) 

The radial coordinate is nondimensionalized so that the 
outer boundary formed by the liquid-solid interface, at f = R, 
is transformed into the unit circle, r = 1. The inner boundary, 
r = a, is transformed into the pole, r = 0. This constitutes the 
radial transformation. In dimensionless form, the radial 
distance from the inner cylinder to the interface is measured 
by the gap function. 

Numerical Method. When the cylinder is heated so as to 
maintain a constant surface heat flux, the singularity in the 
governing equations at time zero is of order / [9-11]. This 
requires that t be factored out of the gap function in order to 
remove the singularity. The coordinate transformation then 
takes on the following form 

i/<=i/<, t = l/(a2/ot) (coordinates) (3a) 
aXt 

X = (R-a)/at (gap function) (3 b) 

The governing equations are nondimensionalized using (3). 
After simplification, the following dimensionless governing 
equations result 

•U fX
2—- - r t ^ + tXX) 

at 
du 

IF 

dtf.a) 

lr+\/tX\ d^ X \ 
dT' 

r-dF))+s[n*~dF} 

i y, dT 

ex2 — + 
dt 

KX2 + tXX) (l 
dr J r+l/tX d(r,i) 

-N*2)T 

tX+X 

where 

v^ dr2 

X' 1 

X r+l/tX 

(V2
2-Af2)/ 

= -St,[l + 

i a 

df 
~'T=( 
dr 

= -t2X2w 

t2X'2 "J 

(1 + tX)2 ) 

1 
+ 

*2-

dT 

OF 

(4a) 

(4b) 

(4c) 

(4d) 

N, 

r+l/tX dr 

1 r 2rX' 
(r+l/tX)2 L X 

X" 2X'2' 

~X~ + 
(X" 2X'2\ 

Vx--~W)' 

(r+l/tX)2 di,2 

d2 

aTa^ 

a _ z - 2 ^ ' 2 a2 -
~dF2. dr X2 

TV,* = 
1 r 2rX' a2 

(r+l/tX)1 l~X~ ~drlFp 

rX" d 

X dr X2 

d(P,Q) 

d(x,y) 

r2X'2 a2 

"aT2" 
2X' 

~x~ 
Z" 

~z 

dP dQ 

dx 

a 
dFp 
dP dQ 

dy dx 

and 

X' = 
dX 

IFF 
X" = 

d2X 
x= 

dX 

d^2 ' " dt 

The differential operators N2 and Aff represent the effects of 
the irregular curvature of the interface. They vanish if the 
interface is a circle centered on the pole. The implicit partial 
differentiation of the transformation also causes a rd/dr term 
to appear on the left-hand sides of (4a, b). This term in­
troduces the effects of the movement of the interface into the 
dimensionless governing equations. 

The dimensionless initial conditions are found by letting t 
= 0 in the governing equations (4), and then solving for each 
of the four dependent variables. The results are 

at / = 0 + (infinitesimal melt region exists) 

T=l-r, co=/^0 , ^r=St9 

The dimensionless boundary conditions are 

dT 1 d2f 
• = - l , / = 0 , o > = - at r = 0 

dr 

r=/=o, «=-

dT 

1 

Jx2 

ex2 dr2 

r t2x'2 i 

KTTT^J 

(5) 

(6a) 

d4> 

(1 + tX)2 

0, /=co = 0 at iA = 0deg, 180deg 

a 2 / 
dr2 at /•=! (6b) 

(6c) 

The method of approximating equations (4) and (6) with 
finite difference equations follows that used in [21] and is 
explained in detail in [9]. Details of the computational 
procedure can also be found in [9]. InVprder to compare the 
numerical results with [15], computations were performed 
over the interval of time, 0 < / < 7 for*St„ = 0.374, Ra = 
5000, and Pr = 54. ! 
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Fig. 1 Interface growth 
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Results and Discussion 

Figure 1 shows the growth of the melt region as determined 
'n the numerical solution: St, = 0.374, Ra = 5000, and Pr = 
54. The position of the solid-liquid interface, R/a, is shown at 
four different times. The growth is quite similar to the 
isothermal boundary condition case [22]. Although the in­
terface is nearly a concentric circle at t = 1.71, the melting 
Process is actually in the transition stage of the melting 
Process. By t = 3.5, the melting process has moved into the 
convection stage. The rate of melting above the cylinder is 
enhanced, due to the formation of a thermal plume. Below the 
cylinder, melting is decreased due to the motion of the fluid 
away from the interface there. Melting below the cylinder 

2 -

T T ~7—r 
Present numerical result 

— Present perturbation result 
m Experimental result [15] 
• Experimental result [17] 

/ 

Fig. 4 Melt volume: comparison of present numerical and per­
turbation results (Stq = 0.374) with experimental results 

does not decrease as sharply as in the case with an isothermal 
boundary condition. This is the result of the difference in the 
order of the initial singularity in the governing equations. 

Figure 2 shows the first three contributions to the gap 
functions, as determined by the perturbation solution. The 
zero-order solution Bm makes the dominant contribution to 
the gap function for early values of time. It gives the interface 
growth which results from quasi-steady conduction heat 
transfer. BQQ increases with St, and t. B0] is the first-order 
unsteady effect. Bm gives the first correction for the effects of 
natural convection. Since S10 < 0, this correction will cause 
the interface to grow more rapidly at the top and more slowly 
at the bottom of the melt region. 

The limitations of the perturbation solution are readily 
observed in a comparison with the numerical solution. In Fig. 
3, a comparison is made using the gap function X. The 
perturbation solution accurately predicts the gap function 
during the conduction stage of melting. It predicts the correct 
trends during the transition stage, but begins to diverge from 
the numerical solution. At t = 2.0, the perturbation solution 
departs from the numerical solution by 10 percent. Once the 
convection stage is reached, around t = 2.5, the divergence is 
very rapid. The numerical results extend well into the con­
vection stage and indicate that the interface continues to grow 
more rapidly above the cylinder than below it. 

The variation of dimensionless melt volume V, with time is 
shown in Fig. 4. Kis determined by the volume integration 

1 P*" 
V= -

IT JO 
(l+Xtfd^-l (7) 

Here the numerical solution for St, = 0.374, Ra = 5000, and 
Pr = 54 is compared with the result from the perturbation 
solution. The numerical results are also compared with two 
sets of experimental data. The outstanding characteristic 
which emerges from this comparison is a (nearly) linear in­
crease of melt volume with time. This occurs because at the 
value of St, used, liquid superheating (sensible heat gain) is 
unimportant. Almost all of the incoming thermal energy is 
being used to melt solid material. The effect of superheating is 
that it will cause the melting rate to be less than a linear 
variation with time; at the scale of Fig. 4 this is not perceptible 
for St, < 1. x 

The perturbation solution remains within 5 percent of the 
numerical solution up to t = 2.7, arid is 10*percent off at / = 
3.2. It appears that the perturbation solution can correctly 
predict V up to the beginning of the convection stage. Also of 
interest is the zero-order solution V^ = 2/ "S t , , which gives 
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the asymptotic linear volume growth rate for the limits of zero 
superheating and natural convection effects. 

The numerical value of Ra does not match the experimental 
values, but this in not important in Fig. 4 for two reasons. 
First, the value of Ra is irrelevant when conduction is the 
dominant mode of heat transfer (up to / - 2 in the present 
case). Note that a significant comparison can already be made 
in this interval of time. Second, since the heat flux is specified, 
natural convection has little effect on the melting rate, even 
when it is the dominant mode of heat transfer. The slight 
effect of fluid motion is due to its influence on reducing the 
degree of liquid superheating. 

In the experimental results of [15] -which use the paraffin 
n-octadecane, C18 H 3 6 - a surface heat flux of <?, = 656 
W/m2 was used (private communication with R. Viskanta). 
Using the thermophysical properties of C18 H36 given in [23] 
(listed in nomenclature), a constant flux Stefan number of St, 
= 0.374 and Pr = 54 can be determined for the experimental 
data. The thermophysical properties were evaluated at an 
average temperature of 33°C (5° above the melting tem­
perature), which was estimated from the data in [15]. These 
values of St, and Pr were matched in the present numerical 
computation. Unfortunately, the experimental results [15] 
and present numerical results do not agree very well. 
Although the same qualitative trends are observed, the 
numerical results in Fig. 4 predict an increase in volume 100 
percent greater than the experimental results. 

There are several possible sources of error which may 
contribute towards the discrepancy. First, the thermophysical 
properties of C18 H36 are not precisely known. References 
which list properties of paraffins deviate from each other by 
as much as 25 percent (see [9]). Also, the constant property 
assumptions in the present model may introduce some error. 
Second, the physical model in the present analysis is two 
dimensional. There are no thermal or viscous end effects. In 
practical experiments, thermal and viscous end effects exist. 
Such effects can be minimized by making the length of the 
heated cylinder long compared to the diameter. In [15], this 
ratio is approximately 2:1. This is rather small and may lead 
to large end effects, especially once a large melt region has 
formed. A third and final effect is the presence of subcooling 
in the experiment. It is estimated in [15] that no more than a 
couple of degrees of subcooling exist. From this, a subcooling 
parameter Sb = (*,/*,) • (T0 - r s o l i d)/(r,- T0) ~ 0.3 can be 
computed for the experiment (ks/k{ ~ 1.7 for C,8 H36). This 

,may decrease the rate of melting significantly [8], since 
thermal energy is required to raise the solid's temperature to 
T0, making less energy available for melting. This subcooling 
effect is enhanced if the ratio of solid to liquid thermal dif-
fusivities is greater than unity [8]. This occurs because 
thermal energy is more rapidly diffused throughout the solid. 
Since cx/cs ~ 1.2 for C18 H36 [23], asl = as/«i ~ 2 can be 
computed for the experimental results [15]. Consequently, the 
decrease in melting rate which occurs due to subcooling is 
enhanced. 

The second set of experimental data [17] compare much 
more favorably with the numerical result in Fig. 4. In this 
experiment, naphthalene is now the PCM. Corresponding to 
the surface heat flux and thermophysical properties given in 
[17], St, = 0.465 can be determined, along with Pr = 10.2. 
Since the Stefan number for [17] is 25 percent larger than the 
value in the numerical result, the rate of melting measured in 
[17] should be somewhat higher than the numerical result for 
St, = 0.374. Instead, the data appear to closely match the 
numerical result. This means that the experimental results are 
about 25 percent lower than would be predicted by the present 
numerical method. The same three sources of error are again 
involved. Only now the diameter-to-length ratio of the heated 
cylinder is ~ 3.7. Consequently, end effects are reduced when 
compared to [15]. Also the temperature of solid naphthalene 

20 60 100 140 180 

Fig. 5 Variation of local heat transfer rates along interface with time 

was kept within 0.2°C of the melting temperature. This 
represents an order of magnitude reduction in subcooling 
effects when compared to [15]. 

The local heat transfer rate along the solid-liquid interface 
as determined in the numerical solution is shown in Fig. 5. 
The dimensionless heat transfer rate is 

N u - ^ = _f1 + *1 }JL (8) 
NU" g, I ^(l + UtX)2) dr r-i 

At the initial time of zero, the melt region is only infinitesimal 
in extent. As a result, the rate of heat transfer at the interface 
is exactly equal to the rate of heat transfer at the cylinder. In 
dimensionless form, Nu„ = 1. The conduction stage, 
characterized by flat Nu? profiles, appears to extend to t = 1. 
Note that since the heat flux at the cylinder is specified, energy 
balance requires that Nu, • F < 1. From this, it follows that 
the average value of Nu, must decrease monotonically from 
1. The profile at t = 2 indicates the melting process is in the 
transition stage. By t = 3, the convection stage has been 
reached. The thermal plume above the cylinder increases Nu, 
greatly near \p = 180 deg. Motion of the fluid away from the 
interface near \p - 0 deg causes Nu, to decrease rapidly to 
small values. 

The variations of average dimensionless heat transfer rate 
along the interface Nu, with time, is shown in Fig. 6. Nu, is 
determined from 

NG.= - L [ ' N U ? ( 1 + ^ ^ (9) 
v irF J o 

The numerical solution shows the steady monotonic decrease 
for Nu, deduced from the energy balance argument. Also of 
interest is the variation of Nu, • F with t. If all of the thermal 
energy from the heated cylinder is used to melt thejjolid, then 
Nu, • F = 1. Since the numerical result indicates Nu? • F < 
1, some thermal energy is used to superheat the liquid. This 
sensible heat gain is proportional to the_ area between the 
Nu, • Fcontour and the horizontal line, Nu? = 1. In Fig. 6, 
this area corresponds to a sensible heat gain of 8.2 percent for 
0 < / < 7. The perturbation result for Nu, remains within 5 
percent of the numerical solution_up to t = 2.5, the end of the 
transition stage. The result for Nu, • Fdiverges much sooner, 
however, due to the multiplication of the separate errors in 
the perturbation predictions for Nu, andF. 

Since it is the heat flux which is specified along the heated 
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Fig. 7 Variation of cylinder temperature with time 

cylinder, the cylinder surface temperature is unknown. The 
temperature profile along the cylinder is shown in several 
different times in Fig. 7. The temperature is presented in the 
dimensionless form 

(t-T0)/(qa/k)=T'Xt (10) 
which has a more direct physical significance than T. The 
initial temperature profile at t = 0 is identically zero. The 
temperature profiles in the conduction stages (t = 0.4 and t — 
1) are horizontal. The cylinder is isothermal. As the melting 
process advances into the transition stage (t = 2), the tem­
perature profile along the cylinder becomes skewed, with the 
temperature being hottest on the top of the cylinder. 
Throughout the conduction and transition stages, the tem­
perature on the cylinder increases with time. By t = 3, the 
convection stage has been reached. The profile now has a very 
pronounced peak at \p = 180 deg, due to natural convection. 
A lot of hot fluid is located here near the cylinder. It is this hot 
fluid that forms the thermal plume. In order for the thermal 
boundary condition of constant flux to be satisfied in this 
area, the cylinder must locally become hotter than the fluid at 
the base of the plume. Once the convection stage is reached, 
the shape of the temperature profile matures and changes 
little as t increases. As a whole, the profile decreases in 
magnitude asymptotically towards the steady profile for 
natural convection heat transfer from a heated horizontal 
cylinder in an infinite fluid. This predicted asymptotic 
behavior qualitatively matches the numerical results of Kuehn 
and Balvanz [24] for a heated horizontal cylinder in an infinite 
fluid. 

The perturbation solution for temperature is shown in Fig. 
8 for St, = 0.374, Ra = 5000, and t = 1.0. The perturbation 
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Fig. 9 Extrema in cylinder temperature: comparison of present 
numerical and perturbation results with experimental results 

results for Tand B can then be substituted into equation (10) 
and compared with the numerical results. Figure 9 shows such 
a comparison at two points in the temperature field, at the top 
(r = 0, \p = 180 deg) and bottom of the heated cylinder (r = 
0 , ^ = 0 deg. The perturbation result follows the numerical 
result to within 5 percent up to / = 1.5, or into the transition 
stage of melting. It then quickly diverges from the numerical 
result. The numerical solution is also compared with the 
experimental results of [15] and [17]. The data points are for 
the temperature at the top of the heated cylinder. 

The numerical and experimental results show the same 
qualitative behavior. The temperature at the top of the 
cylinder increases rapidly during the conduction-dominated 
start of melting to a maximum or overshoot temperature 
which occurs at the end of the transition stage. At this point, 
natural convection becomes the dominant heat transfer 
mechanism, and the temperature drops off slowly in an 
asymptotic decay towards the limiting case of a heated 
cylinder in an infinite fluid. The overshoot results because the 
convection process requires less temperature difference for a 
given heat transfer rate. Note in Fig. 9 that earlier overshoots 
will occur for larger values of Ra, given a specified value of 
St? (hence melting rate). This occurs because natural con­
vection becomes the dominant heat transfer process sooner 
for larger values of Ra. Convection becomes important only 
when Ra • B3 (see the Appendix) passes a certain critical-
value. Since B will be the same for all values^of Ra in the 
initially conduction dominated process, larger Values of Ra 
cause the critical value of Ra • B3 to be reached sooner. 
Consequently, the value of Ra is very important ip the 
comparison of local temperatures (unlike the comparison of 
melt volume in Fig. 4). 
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In Fig. 9, the data of [17] follows the numerical result 
closely up to a dimensionless time of 0.7. At this point, a clear 
temperature overshoot is reached. This occurs because Ra ~ 
4.4 x 106 for [17]. Hence convection dominated heat transfer 
is reached sooner and requires less temperature difference 
than in the numerical result. The temperature for [15] reaches 
a limiting value which is closer to the numerical result than 
[17]. In this case, Ra ~ 7.6 x 105 for [15] is still larger than 
5000, but not so large as in [17]. It can be seen that [15] 
initially increases more slowly than the numerical result-
unlike [17]. This is likely due to the subcooling, end effects, 
and unknown variations in thermophysical properties 
mentioned in the discussion of Fig. 4. Note that Fig. 9 gives 
information in terms of the dimensionless temperature. The 
actual temperature differences f— T0 for large times are 
about 10.7°C for [15] and 5.1°C for [17] (the heat transfer 
rates for [15] and [17] are within 15 percent of each other). 
Consequently, we observe the interesting result that for 
specified heat transfer rate, larger values of Ra result in 
smaller values of f— T0. 

The entire temperature field can be gauged from Fig. 10. 
Here the variation of temperature along lines of constant \p 
are plotted at two different times. The numerical solution at t 
= 2 is located in the transition stage. The temperature profile 
at \p = 180 deg is slightly higher than the other profiles. This 
is the result of a very weak thermal plume. Along \p = 0 deg, 
the profile is slightly lower than the other profiles. This is due 
to a weak flow separation away from the interface in the 
bottom of the melt region. At t = 7, the melting process is 
now well advanced into the convection stage. The hot thermal 
plume keeps the profile along ^ = 180 deg high. A tem­
perature inversion appears at intermediate values of f [9]. In 
the bottom of the melt region, the motion of fluid away from 
the interface keeps the \p = 0 deg profile low. 

Conclusion 

A coordinate transformation method is used to immobilize 
the moving boundary formed by the liquid-solid interface in a 
melting problem. The transformation has the additional 
advantage of transforming the melt region-which is very 
irregularly shaped due to the effects of natural convection -
into a very simple shape. Use of the transformation results in 
a negligible increase in computing time for numerical method. 
Futhermore, it is so simple that is can even be used in a 
perturbation method. 

The numerical solution indicates that three distinct stages 
appear in the melting process-as occurs in the isothermal 
boundary condition case [22]. In the first stage, heat transfer 
is dominated by conduction. The melt region appears an­
nular, and all characteristics of the melting process are 
dominated by St?. As time advances, the melting process 
passes into a transition stage. Natural convection heat 
transfer becomes much more important. Finally a convection 
stage is reached where natural convection is the dominant 
mode of heat transfer. Although natural convection is more 
efficient than conduction as a mode of heat transfer (Pr > > 
1), the average heat transfer rates will not be increased as 
natural convection develops because the influx of thermal 
energy is specified. Consequently, the rate of melting is only 
slightly influenced by Ra. This is in direct contrast to the 
isothermal case where the advent of fluid motion results in 
increased heat transfer rates [22]. The shape of the melt 
region, local heat transfer rates, and the temperature field will 
be strongly influenced by Ra, however. The perturbation 
solution, which is accurate throughout the conduction stage 
and often well into the transition stage for small values of St? 
and Ra, indicates that the Pr effect is minor. The zero-order 
term of the perturbation solution gives a linear melt volume 
growth rate. The numerical solution provides information on 
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the melting process into the convection stage, well beyond the 
region where the perturbation solution remains valid. 
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A P P E N D I X 

Perturbation Method and Solution 

The perturbation solution is based upon dual assumptions: 
(0 the melting process is conduction dominated; and (if) the 
melting process is quasi-steady. 

Consequently, the effects of natural convection and un­
steady heat transfer can be treated as perturbations on a 
conduction dominated, quasi-steady process [7, 8]. The 
perturbation parameter for the convection effect is Ra. For 
the unsteady effect, the proper perturbation parameter is St?, 
since this measures the ratio of available thermal energy in the 
melt to the latent heat of fusion - hence the speed of melting. 

The solution which follows can only be expected to be valid 
as long as conditions (0 and (//) are both independently 
satisfied. This requires that the time /, St9, and Rayleigh 
number all independently be sufficiently small. From the 
comparison with the numerical solution, t is small enough if 
the melting process is no further along than the transition 
stage (note from Figs. 3, 6, and 9 that the perturbation 
solution will give unmistakable signs that the transition stage 
has been reached). Also the good agreement indicates that St„ 
£ 0.3 is sufficiently small. 

Since our Ra is based upon the cylinder radius, it is really 
not an appropriate measure of the convection effect (it is 
actually a dimensionless heat transfer rate!). An appropriate 
Rayleigh number is Ra • B3 [7], where B is the dimensionless 
gap function, equation (A2). The appropriate Rayleigh 
number must take into account the size of the melt region, and 
B is our dimensionless measure of the width of the melt 
region. If B is small (beginning of melting process), then 
condition (/) can be satisfied even for moderately large values 
°f Ra. Consequently, Ra = 5000 is also small enough for the 

perturbation solution. In summary, the solution is valid if t, 
Ra « B3, and St? are all small, independently of each other. 

As a first step, the radial transformation is cast into a 
dimensionless form appropriate for the perturbation method 

aB 
, i/<=i/<, t* =StQ't7(a2/a) (coordinates) 

(Al) 

B = (R-a)/a. (gap function) 

(A2) 

For the regular perturbation method, it is not necessary to 
extract the initial singularity out of the gap function. The 
dimensionless time is also slightly modified when compared to 
the version used in the numerical method, equation (3«). It 
differs by a factor of St?. For small values of Stefan number, 
this decreases the effects of St, on the solution and increases 
the convergence and accuracy of the solution. This dimen­
sional similitude was observed in [4]. 

Next the dependent variables are expanded into the 
following two parameter series 

B = (Bm + St„.Bn (Boa + St„.B01 + • • •) 

+ Ra(B10«cos^+ . . . ) + 

T = (T{ 

+ . . . ) + 

oo + St,• r01 + . . . ) + Ra(7"10«cosi/< 

co = Ra(co1o-sint/'+ . . . ) + 

/ = RaCAo-simK . . . ) + 

(A3) 

(A4) 

(A5) 

(A6) 

whereBu = Bu(t*) and <j>y = ^(r.t*) for <j> = T, u, and/ . 
The series (A3-A6) are substituted into the governing 

equations, and when terms of like order are collected, systems 
of partial differential equations result. The complexity of 
systems of higher order increases very rapidly. The first three 
systems are sufficient for determining a short time solution 
for low values of St? and Ra«_S3. Most of the equations 
occurring in these three systems can be recast into linear form 
and be solved exactly using standard techniques for linear 
differential equations. The gap function equations remain 
difficult to solve, however. Only the zero-order gap function 
equation is simple enough to allow an exact solution for Bm(t) 
to be readily found. In order to determine the higher-order 
gap functions Bm and Bw, the quasi-steady assumption is 
again used. Tm and Tl0 are considered functions of radial 
coordinate only. This assumption is valid as long as Ra and 
St? are small. The solutions are 

Ra°.St«: T00(s,t) = ln(iJ./s)Boo 

Bm(t) = (2Stq.t+l)i/2-\ 

Ra°.St^: 7 ,
01fe0 = c1lns + c2 + 

#00 s #00 

, #00 - 1 ,~ , , , 2 ^ ° ° ~~ * 2l 
+ - ^ - (2 + l n ^ - — j - s 2 l n s 

(A7) 

(A8) 

(A9) 

#0.(0 = 
3 L I 2 - 2 ^ 3 - 1 r e , B0 

"oo 

(w)ll-2(1-'iH v (A10) 

c3 Ra'»St°: fm(s,t)= — + c4s + c5s lns'+c6s
3 +—s3lnsri 

16 

(All) 
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2c, / 3 \ 1 
OJ 1 0 (5 ,0= " -j- ~ (8c4 + — j s - — sins (A12) 

r i o f c 0 =^-rf 6 + c l , + ^-(4c 6 - iy -

\2BmJ 

Ins fl10 1 

T + ~w lns+ s r ( 2 C 4 _ C 5 ) slris 

5 -O00
 4 i>00 c 1 

+ —^- s l n 2 s + — • — s3lns (A13) 
45oo 1285oo 

c6 

c7 

c8 

and 

rfi 

= 

= 

= 

= 

^ ( 2 r f 3 - 1 ) + 

dzn + d-i 

1+H2 

l -u 2 , t f 2 = l 4 

^ 

H2 

Bw{t)= ^ - ^ l \-(c1 + -*-) \ + I ^ l . <*3 = (/»4ln/i)/d,flr2, tf4 = M
2/(tf, +d2ln^) 

6 L V 2^00 ' /* Bin a , . _ -Boo V 

1 „ . „ . 3 / . 5 
rf5 = (4»ln/i)/rf2+rf1/^2,rf6=B ]0(l+ln/ i)/JB i 

45, oo 
( 2 c 4 - c 5 + 4 c 8 5 0 0 ) + - — - ( 4 c 6 - — V , f B,o 1 , , c5 3c6 5 ] 

SZBooV 4 8 / dl = I y ( c 3 - c 4 ) - T + — - — J |/*oo 
3 00 

( 2 c 4 + c 5 ) l n M + - ^ - l n 2
/ i + — — - / x 2 l n J (A14) 3 

45oo 128^00 J d, = - d 6 + 4 c 6 - — 
where 

Joo mo-ooo -" "s = -us-ftCf,-—ii?/'S2BQa-(c-!,\nii)/2iiBw> 

io 

5 ! + (B10 ln/xj/figo + (2c4 - c5 )(/ilnM)/45oo 
00 (1-2- ln^) 

#oo 45oo +(c5^n2
/ t)/450 0+(^3 ln/*)/12850 0 

c = ^oi | ^ O Q - 1 Tj i i ( i + i n / x ) l „ _ c in„ The solutions (A7-A14) give the first three terms of the 
/J3QO BQ0 L 2 J perturbation series (A3-A6). They provide the basis for 

generating the perturbation results, which are compared with 
c _ _L^ —ddu,2 t ' i e n u m e r i c a l results in the Results and Discussion. Further 

16 64 details of the perturbation analysis can be found in [9]. 
Note that the remaining dimensionless group, Pr, is 

c L i4d -i) — ddd nowhere to be seen in the perturbation solution. This is 
32 64 because Pr first appears in the second-order systems of 

equations of order Ra • St9 and Ra2. Consequently, it can be 
c —ddd deduced that the Pr effect is insignificant. This is typical for 

32 convection phase-change problems for 7 < Pr < 50 [4]. 
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Selective Freezing of a Dilute Salt 
Solution on a Cold loe Surface1 

The growth of a solid-liquid, two-phase region during selective freezing of a dilute, 
eutectic-forming, salt solution over a subcooled ice slab is investigated ex­
perimentally and theoretically. The morphology of the two-phase region and the 
kinetics of the solid-liquid interface observed for a NaCl-H2 O system are described 
photographically. The motion of the two-phase, liquidus front, recorded by a 
telescopic device that amplifies the local phenomena of the two-phase region, is 
presented along with the measured transient temperature distribution of the system. 
Based on the assumption that the solution element of the two-phase region is in 
local thermodynamic equilibrium with the solid phase, a similarity model is 
developed to predict the dependence of the freezing rate on various controlling 
parameters of the system. Transient heat conduction in the ice slab is also included 
in the model to study the effect of the wall. Comparison is made between the 
analytical and the experimental results and found to be good. 

1 Introduction 

The solidification of a binary, eutectic-forming solution has 
recently received considerable attention because of its 
relevance to metal processing [1], preservation of biomaterials 
[2], desalination of sea water [3], and nuclear reactor safety 
studies involving the interaction between a molten U02 pool 
and a refractory material such as MgO [4, 5]. Our primary 
interest here is in reactor safety studies concerning the ac­
commodation of core debris in a MgO-lined reactor cavity 
following a postulated core-meltdown accident. One of the 
current design concepts is to use a MgO delay bed as a 
sacrificial material to retain the molten fuel within the ex-
vessel cavity. Melting of the MgO bed not only serves as an 
effective means of decay heat removal but also dilutes the heat 
sources of the pool. This, together with the fact that the decay 
power of the fuel is dropping with time, would eventually lead 
to freezing of the pool. To ensure the long-term coolability of 
the fuel, however, it is necessary to understand the mechanism 
and the rate of freezing of the MgO-U02 solution mixture. 

Unlike the freezing of a pure material in which the process 
takes place isothermally at a sharp solid-liquid moving 
boundary [6-9], the solidification of a binary, eutectic-
forming solution occurs over a temperature range within 
which a solid-liquid, two-phase region exists. Typically, a 
single component is frozen in the early stage of solidification 
until the concentration of the remaining solution reaches the 
eutectic composition. Only after this stage would freezing of 
both components proceed as a solid eutectic [10-14]. Tien and 
Geiger [10] and Cho and Sunderland [11] solved the eutectic 
freezing problem by treating the latent heat of fusion over a 
range of temperature as internal heat generation. Muehlbauer 
et al. [12] considered the heat of fusion as a pseudo-specific 
heat and obtained an approximate solution for the freezing of 
a binary, eutectic-forming solution using a heat-balance 
integral method. Hayashi and Komori [13] also used the 
pseudo-heat-capacity approach to derive an approximate 
solution for the freezing of saline solutions. Recently, 
O'Callaghan et al. [14] developed a "two-zone" model to 
analyze the heat and mass transfer during dendritic 
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solidification of an aqueous binary solution. In all of these 
studies, the wall temperature was lower than the eutectic 
temperature in question. As a result, two solidification fronts, 
one for the liquidus and the other for the solidus, were 
propagating simultaneously with time. 

For the case when the wall temperature is lower than the 
liquidus temperature but higher than the solidus temperature 
of the binary system, a selective freezing process will occur 
without the formation of a solid eutectic. There is only one 
moving boundary in the system, i.e., the liquidus front, 
behind which a solid-liquid, two-phase region grows con­
tinuously with time. This fundamentally interesting and 
technically important case has not been investigated 
previously. The solidification of a molten MgO-U02 pool in a 
reactor cavity, for example, is likely to take place in this 
manner. This is because by the time pool freezing occurs, the 
solution mixture would be very rich in MgO and the pool 
boundary would be at or above the eutectic temperature. In 
metallurgy industry, as another example, one may control the 
wall temperature such that selective freezing of one com­
ponent in a molten alloy would take place before the for­
mation of a solid eutectic so as to refine the surface properties 
during the casting process. The objective of this work is to 
explore experimentally and theoretically the mechanism of 
selective freezing of a binary eutectic system. 

2 Experimental Method 

To simulate the phenomena of pool freezing in a MgO-lined 
cavity, water and sodium chloride, which possess a binary 
eutectic phase diagram, are chosen as the working materials. 
A selective freezing process may be initiated by placing a pool 
fo dilute sodium chloride solution on top of a subcooled air-
bubble-free ice slab.4 This pair of simulant materials not only 
has known properties but also has a temperature range 
suitable for visual observation. In addition, the thermal 
diffusivity of the salt solution, which is of the order of 10~7 

m2/s, is much larger than the mass diffusivity of sodium 
chloride in water, which is of the order of 10~9 m2/s. Thus 
the choice of this system also minimizes the effect of mass 
transfer on the selective freezing process, which greatly 
simplifies the analysis. In addition, the use of a subcooled ice 
slab provides a uniform nucleation surface fpr the selective 
freezing process enabling us to investigate Hhe effect of 
boundary conditions. "̂  

i <:! 

The use of air-bubble-free ice instead of ordinary ice is to eliminate the 
possible effects of air bubbles on the heat transfer process, 
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Fig. 1 Schematic of experimental apparatus 

Figure 1 shows a schematic diagram of the experimental 
apparatus. The test chamber was a double-walled lucite 
cylinder with wall diameters of 127 mm and 178 mm, 
respectively, fitted at the bottom with an aluminum plate. The 
space between the two cylindrical walls was evacuated to 
reduce heat transfer in the radial direction. Before each run, 
air-bubble-free ice was prepared on top of the aluminum plate 
inside the test chamber. To do this, a mechanical stirrer and 
an electrical space heater (25 W) were placed through the 
cylinder at the top. Distilled water was then introduced into 
the cylinder and the entire system was placed in a freezer held 
at a desired subzero temperature for about 48 hours. With the 
space between the double side walls put under vacuum, the 
water layer was cooled from below by the cold aluminum 
plate and heated from above by the electrical heater. In this 
way, the ice was able to grow upward from the bottom of the 

DILUTE NoCI SOLUTION 

X = L,, L, » I 

AIR-BUBBLE- FREE ICE 

X = - L 2 , L 2 » 8 

Fig. 2 Schematic of the two-phase region, showing the individual ice 
flakes 

X=8(t ) 

x=0 

water layer. Meanwhile, water motion created by the stirrer 
swept away air bubbles that formed at the ice-water interface. 
After the "clear" ice grew to a thickness of about 150 mm 
during a two-day period, the remaining water on top of the 
clear ice was removed. The surface of the ice was made 
smooth and flat by melting the top portion of the ice slab. 

The temperature of the ice slab was determined by em­
bedding a set of thermocouples (K type, 30-gauge chromel-
alumel) at different vertical locations of the ice. To avoide any 
problems with the thermocouple junctions due to the stirring 
motion of the mechanical stirrer during the formation of the 
clear ice, the junctions were positioned 20 mm to 50 mm away 
from the center of the test cylinder. These thermocouples, as 
well as those located in the salt solutoin above the ice slab, 
were used to measure the temperature transients of the system 

Nomenclature 

A = internal heat generation, 
equation (4) 

C = solution concentration 
C* = dimensionless concentration, 

C0 = initial solution concentration 
CI = dimensionless initial con­

centration, C„/Ceut 

Ceul = eutectic concentration 
Cp = specific heat 
D = mass diffusion coefficient in 

the solution 
E„, = error due to neglecting mass 

diffusion 
Ev = error due to neglecting 

volumetric change upon 
freezing 

fs - solid fraction in the two-
phase region 

k = thermal conductivity 
Ri = dimensionless initial solution 

temperature, equation (19) 
Rs = dimensionless initial solid 

temperature, equation (19) 
S = Stefan number, equation (19) 
t = time 

T* — 

To = 
Tc = 

' eut = 

T, = 
Tio = 
T = 

T = 
T = 
± so 

V = 

X = 

temperature in the two-phase 
region 
liquidus temperature at C0 

contact or surface tem­
perature 
eutectic temperature 
liquid temperature 
initial solution temperature 
normal melting point of pure 
solid 
solid temperature 
initial solid temperature 
vertical velocity induced by 
volumetric change upon 
freezing 
vertical coordinate measured 
from the surface of the solid 

Greek Symbols 

5 = thickness of the two-phase 
region 

p = density 
a = thermal diffusivity 
X = latent heat of fusion 
a = solidification constant, 

equation (13) 

T\ = similarity coordinate, 
equation (13) 

6* = dimensionless temperature in 
the two-phase region, 
equation (10) 

0o = dimensionless liquidus 
temperature at C* 

6/ = dimensionless liquid tem­
perature, equation (14) 

6S = dimensionless solid tem­
perature, equation (14) 

dc = dimensionless surface 
temperature 

Subscripts 
o = initial or liquidus conditions 

eut = eutectic point 
/ = liquid region 

m = normal melting point 
5 = solid region 

Superscripts 

derivative with respect to -q 
t w o - p h a s e • r e g i o n or 
dimensionless quantities 
normalized by, the eutectic 
properties w,, 
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Fig. 3 A close·up of the frazilice flakes in the two·phase region for a
10 pe.rcent NaCI solution at l·C on top 01 ice at - 2S·C: (a) sidevlew, (b)
top,vlew .

during each run. In addition, a thermocouple was placed at
the center of the test chamber with the bead attached to the
exposed surface of the ice slab to determine the temperature
response at the ice surface. The recorded temperatures from
this center thermocouple and from two off-center ther­
mocouples showed very little temperature variation in the
radial direction during the process of selective freezing. Hence
heat transfer in the system may be regarded as one­
dimensional.

During each run, a premixed sodium chloride solution with
a bulk concentration that was less than the eutectic con­
centration (-23.3 percent by weight) was introduced on top
of the ice slab. The depth of the solution pool was about 100
mm. The initial temperatures of the ice and the solution were
chosen such that the contact temperature, Le., the tem­
perature at the original ice-salt solution interface, would fall
Into the temperature range between the liquidus and the
e~tectic point. When this was done, selective freezing of the
dIlute salt solution was found to occur near the bottom of the
pool. Ice crystals were observed to form over the surface of
the original ice slab as a result of solvent reje'ction. The

Journal of Heat Transfer

Fig. 4 Departure of the lumped Ice·flakes material: (a) leaving the
surface 01 the original ice slab, (b) moving upward through the salt
solution, (c) floating on top of the solution pool

structure of the solid-liquid, two-phase region and the form
of the ice crystals were studied photographically. A
cathetometer with O.Ol-mm resolution, which amplifies the
two-phase region, was used to measure the time variation of
the moving front. The outputs of the various thermocouples
were recorded by a multichannel recorder.

3 Observations of the Two-Phase Region

A typical configuration of the system during the growth of
the two-phase region is shown schematically in Fig. 2. Small
ice flakes were found uniformly distributed over the surface
of the cold ice slab at the very beginning of each run. The ice
flakes were apparently isolated from each other and remained
so as they grew gradually and vertically toward the interior of
the solution pool. 5 It also appeared that the total number of
ice flakes was fixed at the beginning of the selective freezing
process. There were no new ice flakes formed on the surface
of the ice siab during the growth of the two-phase region. Thc
total number of the ice flakes was found to ,depend on the
initial ice and solution conditions. If the initial conditions

---r:;\n ice flake might grow slightly wider in the horizontal direction. However,
the most rapid growth always occurred in the vertical dirtction. This will be
further discussed in later sections,

MAY 1984, Vol. 106/387

Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



30 0

A 8-DATA

o Tc- Df,TA

20 -5

A

E
E 0 :;.>

00
~

-10

0

Fig. 5 Bottom·Yiew of the departed ice·flakes material

were such that the contact temp~ratute6 fell only slightly
below the liquidus curve, a smalln~mberof ice flakes would
form on the cold ice slab. On the other hand, if the initial
conditions were such ,that the contact temperat~re fell far
below the liquidus curve, a very high populaticw?f ice flakes
would be observed on the cold ice slab. Although the ice
flakes were lighter than the pool material, they were found to
remain attached to the surface of the ice slab as they grew.

Figures 3(a) and (b) present two close views of the ice flakes
formed duringseiective freezing of a dilute, sodium chloride
solution. The picture shown in Fig. 3(a) was taken from the
side of the test chamber with an angle of inclination pointed
downward froT above the two-phase region,\iwhereas the
picture shown ill' Fig. 3(b) was taken directly from top of the
system. The average size of the ice flakes coulcL,be estimated
by comparison with the diameter of the therril()couple wires
shown in the picture, which was about 0.4\rilin. Our ob­
servations indicate that the fonn of the ice crystars'was neither
needlelike nor cylindrical, as proposed by O'Caliaghan [14].
Rather, a fully grown ice flake looked similar to a bamboo
leaf, thin and slender. Depending on the iriitiaFcbnditions of
freezing, an ice flake could be 10-20 mm tall but only 1-4 mm
wide. Its thickness was probably much less than 0.4 mm. The
property of the ice flakes appeared to be quite similar to the
frazil ice occurring in rivers and oceans as described by
Martin [15]. In fact, the average width of the ice flakes was
the same size as the frazil ocean ice disks. In our case,
however, the frazil ice flakes were pointed upward and were
submerged in the salt solution as opposed to those observed in
rives and oceans, which were normally laying flat and floating
on top of the water. Like the ocean ice disks, our ice flakes
also had the tendency to aggregate together and adhere to
almost any foreign materials. 7 This may explain why the ice
flakes, although much lighter than the salt solution, remained
attached to the surface of the original ice slab as they grew.
Owing to the fact that the salt solution was completely
stagnant 8 and that there was a strong buoyancy force acting
on each ice flake, the ice flakes remained isolated from each
other as they grew vertically upward.

A rather interesting phenomenon was observed in the later
stage of the selective freezing process. After the frazil ice
flakes grew to a certain height, which was about 10-20 mm in

6The contact temperature. which was the temperature at the surface of the ice
slab upon contact with the 'salt solution, was measured by the thermocouple
located at the center of the test chamber.

7This property of frazil ice had caused serious problems with hydroelectric
facilities [15].

8As a result of solvent rejection during selective freezing, the solution was
more dense at the bottom. The liquid system was hydrodynamically stable. No
conveciion was observed in the solution pool.

o -15o 1800 3600 5400 7200
TIME ,s

Fig. 6 Transient thickness of the two·phase region and the surface
temperature of the Ice slab during selectiYe freezing of 10 percent Nael
solution initially at -1 "C. Initial temperature of ice = - 25"C

our case, they started to depart from the surface of the ice
slab. Typically, this occurred during the second hour of the
growing period. If the population of the two-phase region was
very small and the ice flakes were far apart, they would tend
to leave the surface and float to the top of the solution pool
individually. However, if the population was sufficiently
large, the ice flakes would join together at the bottom and
float to the top of the pool as a whole. This situation is shown
in Fig. 4. The entire event from (A) to (C) took place in only a
few seconds. This lumped ice-flake material looked like a
piece of sod, rooted together at the base, thinner in the upper
portion and thicker in the lower portion. Although the ice
flakes traveled through the solution pool as an entity, the
body of the lumped material was highly porous, as shown in
Fig. 5. The solid fraction was apparently less than unity. The
morphology of the two-phase region will be further discussed
in later sections.

To understand the cause of the ice-flakes departure, the
measured surface temperature of the ice slab and the thickness
of the two-phase region during selective freezing of a 10
percent NaCl solution initially at - 1°C on top of an air­
bubble-free ice slab initially at - 25°C are shown in Fig. 6.
The surface temperature of the ice slab was practically
constant during the first hour of the growing period having a
value of - - 11°C. The two-phase material at the surface was
in thermodynamic equilibrium at this temperature. In the
second hour of the growing period, however, the surface
temperature began to rise, owing to the finite thickness of the
ice slab. 9 This resulted in partial melting of the lower part of
the ice flakes 10 which eventually triggered the event of ice­
flake departure. During the time interval in which the surface
temperature was virtually constant, the rate of growth of the
two-phase region, o(t), was proportional to the square root of
time, as shown by the solid line in the figure. The solid line

---v.n.e test chamber was insulated at the bOllom during the experiment. Thus
freezing would proceed only at the expense of the sensible heat of the ice slab.
As the entire ice slab was heated up, the initial contact condition could no
lon%er prevail in the system.

1 As the surface temperature rose, the local solid (ice) element could not be
in phase equilibrium with the dense solution. Consequently,\a fraction of the
solid began to dissolve into the solution. It should be noted that the two-phase
region was still growing during this time, thougl1 very slowly. This is quite
similar to the phenomenon associated with the growt\J of dendrites in sq,lutions
known as "dendritic coarsening" [16]. Due to local variations in the super­
saturation, the base of a dendrite may be dissolving away at the same time the
tip was still growing.

388/ Vol. 106, MAY 1984 Transactions of the ASM E

Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



x = 8 (t) 

x=o 

X»-to 
Fig. 7 Schematic of the selective freezing system, indicating 
nomenclature 

was obtained by linear regression analysis of data for times < 
3000 s. This familiar behavior indicates that the system may 
be described by a similarity model in this period of growth. 

4 Analytical Model 

To seek a similarity solution describing the behavior of the 
two-phase region for the period in which the surface tem­
perature remains constant, we assume both the solid (wall) 
region and the liquid (solution) region to be semi-infinite (see 
Fig. 7). The moving liquidus or two-phase front, defined as 
the location at which the solid fraction is identically zero, is 
the principal unknown quantity to be determined. The 
temperature T0 at the moving front is equal to the liquidus 
temperature which is a function of the local solution con­
centration. During the selective freezing process, the solution 
near the surface of the cold ice slab rejects the solvent in a 
solid form, leaving more dense solution in the two-phase 
region. The liquid phase is therefore hydrodynamically stable, 
and there is no convection in the liquid pool. With negligible 
diffusion mass transfer, the concentration of the solution 
above the two-phase region remains uniform, having a value 
of C0. As the two-phase region grows into the solution, the 
temperature as well as the solid fraction distribution in the 
two-phase region will change with time. To investigate the 
transient behavior of the system, the following simplifying 
assumptions are made: 

(0 The volume change during the solidification process is 
negligible. 

(if) The horizontal extent is large enough so that heat 
transfer is virtually one-dimensional. 

(Hi) The physical properties within the liquid and the solid 
regions are constant but different from each other. 

(iv) In the heterogeneous, two-phase region, the physical 
properties are assumed to be the horizontally averaged values 
of the two different phases, weighted according to the local 
solid fraction,/;. 

(v) Local thermodynamic equilibrium exists such that the 
solute concentration and the temperature of the two-phase 
region follows the liquidus curve of the binary eutectic phase 
diagram. Thus the temperature distribution can be used to 
determine the local solid fraction, fs, distribution directly 
from the phase diagram. Accordingly, the local rate of change 
of the solid fraction, which is proportional to the rate at 
which the latent heat of fusion is liberated within the two-
phase region, is a function of the temperature only. 

(of) The average thermal diffusivity of the two-phase 
material is much larger than the mass diffusivity of the 
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Fig. 8 Treatment of the local phase equilibrium condition: (a) a binary 
eutectic phase diagram, (b) the transformed liquidus curve 

solution such that the growth of the two-phase region is 
controlled mainly by heat conduction. 

(vii) Both the liquid region and the solid region are semi-
infinite in the vertical (or growth) direction. 

(viii) The material in the solid region is the same as the 
solid crystals in the two-phase region." 

With the foregoing assumptions, the governing equations 
describing the temperatures of the system are as follows 

r W 
dt 

, d2T, 

dx2 

dT* d / dT* \ 

PsCpi 

dT, 
= k. 

d2Ts 
,x<0 

(1) 

(2) 

(3) 

A=ps\- (4) 

"ps dt '"s dx2 

where, according to assumption (v), the local heat generation 
A is given by 

'dT* dt 

The initial and boundary conditions are 

f = 0: T, = Tlo,Ts = Tso, 5 = 0 

x - o o : T, = T,0 

x=d: T, = T* = T„(C0) 
, dT, 8T* 
k,^— =k* — 

ox dx; 

(5a) 

(5b) 

(5c) 

(5d) 

li This is merely to minimize the number of the property parameters and is 
not a limitation of the present model. 
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dx dx 

* - - o e > : Tx = Tm 

(5e) 

(5/) 

(5*) 
where Tc is the temperature at the surface of the solid region, 
an unknown to be determined during the course of analysis.12 

We shall assume the values of Tso, Th, and C0 to be such that 
Tml < Tc < T,„. The two-phase properties are related to fs 

according to assumption (iv) as follows 

P' = 
Pi \ Ps Pi' 

fs ~Ps-Pl (6) 

k* = ( - ) (1 - / , ) * , + ( ™ ) / A = (1 - / , ) * , + / A (7) 
\p,/ \ps/ 

C*p=(l-fs)Cpl+fsCp, (8) 
In writing equations (6) and (7), the condition given by 
assumption (/) has been employed. The error introduced by 
this assumption as well as the error involved in assumption 
(vi), will be examined at the end of the paper. 

Assuming local thermodynamic equilibrium to exist, the 
solid fraction may be related to the temperature of the two-
phase region by 

Js c ^ V I 

where C(T*) is determined by the liquidus curve of the binary 
eutectic phase diagram13 as shown in Fig. 8(a). A generalized 
expression can be obtained by invoking the following 
transformation 

C* - C/Csul, 8* = (T* - Tml)/(Tm — Teul) (10) 

12., Tc is not determined solely by conduction heat transfer as in the case of 
two semi-infinite bodies being placed in contact, its value is also dependent on 
the phase diagram. 
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Fig. 10 Effects of the initial ice temperature and solution con­
centration on the growth of the two-phase region (R, = 1.0) 

where T,„ is the melting point of the solid phase. This gives 

/ , = i - c ; c * - ' (i i) 

and 

Ps^ 
A = (-̂ V)c0*c* ,dC* dT* 

2 d¥ IT (12) 
! m 1 eut 

where C* = C0/Ceut and dC*/dd* is a property of the phase 
diagram (see Fig. 8(b) for illustration). Consistent with (10), 
the following similarity variables are introduced 

rt=x/-j2ast,5=crj2c^t (13) 

Oi = (T, - TeM)/(Tl0 - r e m ) , 6S = (Ts - Tso)/(TeM - Tso) (14) 

The governing system of differential equations becomes 

[\-{\-k,/ks)C*C*-lW 
dC* 

+ (i-k,/ks)c*0c*-2 — e*'2 (16) 

+ [l-(l-Cpl/Cps)C*0C*-

-sc*c* 
dC* 

rid*' = 0 , 0 < T ; < < 7 
d6* J 

0;'+7;e;=o)17<o 

13 The phase diagram of HzO-NaCl can be found in [17]. 

The transformed initial and boundary conditions are 
» 

17 — 0 0 ; <7/ = 1 '•< 

V = a: Rld, = 8* = d0(C*0) r *l; 

(17) 

'(18a) 

(186) 

390/Vol. 106, MAY 1984 Transactions of the ASME 

Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



R,6!=e*' (18c) 

y = 0: 6*=RM-1) = 0C (I8d) 

[\-{\-k,/ks)C*0C*-'W =Rsd^ . (18e) 

r j - - o o : es=0 (18/) 

where the superscript prime denotes the total derivative of the 
dimensionless temperatures with respect to ij. The 
solidification constant a and the dimensionless surface 
temperature dc defined by 6C = (Tc-Tmi)/(Tm -Teut), are 
functions of six dimensionless parameters, namely, kt/ks, 
Cpi/Cps, C*, S, Rh andRs, where 

S=-„ , „ X „ , , / ? / = TJ.° ~ lem , Rs = Ie"' ~IS° 09) 
^ f f i l ' /;; -*• eut) T r — r 

In terms of a and 0C, closed-form solutions can be obtained 
for equations (15) and (17). These are 

eo/R,~\ 
91 = 1 + 

e r f c [ a J - ( ^ / ^ ) ( C p / / C p s ) ] 

erfc ^l^/k^C,,,/^) 
(20) 

(21) 

for i; > u 

61, = (1 + 0 f / / y [ l - erf( - rj/V2)] 

for ij < 0 

Using equations (20) and (21) in equations (18ft-18c) the 
boundary conditions for the differential equation governing 
the temperature of the two-phase region may now be written 
as 

,, = 0: 6* = dc (22a) 

. . . V2 
VT 

[ l - d - V W C - ' l - ' ^ + W (226) 

•n = a: d* = B0(C*0) 

{R,-e0)sxi\_-\^ks/ki)(Cpl/Cps) 

(22c) 

(22d) 

^[o^l-{ks/k,)(Cpl/Cps)\ 

Equation (16) is solved using the Runge-Kutta method. 
During the numerical integration, a natural cubic spline 
function interpolation scheme [18] is employed to evaluate the 
values of C* and dC*/dO* from the phase diagram. The two 
extra constraints given by equation (22) determine the actual 
values of a and 8C. 

5 Analytical Results - Comparison With Experiment 

Comparison of the measured and predicted temperature 
distribution of the system for the case of a 10 percent by 
weight of NaCl solution initially at - 1.5°C on top of an air-
bubble-free ice slab initially at - 31 °C is shown in Fig. 9. Also 
shown in the figure is the calculated distribution of the solid 
fraction in the two-phase region. In ^-coordinates, the 
similarity curve is in good agreement with the data obtained at 
times ranging from 125 to 750 s, indicating that similarity was 
prevailing in the system during this growing period. The ice 
slab may be regarded as semi-infinite in extent within this time 
interval. One important result of the present model is that the 
measured surface contact temperature Tc is constant during 
the selective freezing process, and in close agreement with the 

predicted value of the contact temperature. This result is a 
direct consequence of the semi-infinite and local-
thermodynamic-equilibrium assumptions. Deviations from 
the similarity solution resulting from the semi-infinite 
assumption are expected when the thermal wave has 
penetrated through the finite thickness of the ice slab. The 
deviations begin first at large negative values of rj and, over 
the time interval from 750 to 2000 s, are manifest at suc­
cessive, smaller negative values of JJ. In fact, Fig. 6 shows that 
Tc remains constant over this time interval. Since these data 
are beyond the scope of the present analysis, they are not 
included in Fig. 9. 

Although the present model has identified six controlling 
dimensionless parameters, only three of them are dependent 
on the initial conditions of the binary eutectic system. These 
are the dimensionless initial solution concentration, C*, the 
dimensionless initial solid temperature, Rs, and the dimen­
sionless initial liquid temperature, R,. The effects of these 
parameters14 on the growth of the two-phase region in the 
H20-NaCl system are presented graphically in Figs. 10 and 
11. In these figures, the predicted results are represented by 
the solid lines, whereas the measured results are given by the 
data points. As expected, a lower contact temperature can be 
obtained either by increasing the value of Rs, corresponding 
to a lower initial ice temperature, or by decreasing the value of 
Rh corresponding to a lower initial solution temperature. For 
a given initial solution concentration, this leads to a larger 
value for the solidification constant, which indicates a faster 
rate of growth of the two-phase region. Note that the contact 
temperature is not completely determined by the initial ice and 
solution temperatures, as would be in the case of sudden 
contact between a solid and a single-component liquid. By 
increasing the initial solution concentration, a significantly 
lower contact temperature can be obtained at fixed values of 
Rs and R/.ls However, an increase in the solution con­
centration actually results in a decrease in the value of a, or a 
decrease in the freezing rate, as shown in Figs. 10 and 11. 
Physically, this is because the growth of the two-phase region 
is driven by the temperature difference between the liquidus 
point and the surface (or contact) temperature. Although an 
increase in C0 leads to a decrease in 6C, the corresponding 
liquidus temperature 80 is dropping even faster due to 
freezing-point depression. The net result is a decrease in the 
driving temperature (0O — 6C), which in turn leads to a smaller 
rate of growth. In general, the model is in good agreement 
with the experimental data. 

A physical explanation of the observed morphology of the 
two-phase region may now be given. We have shown that the 
temperature of the two-phase region at the surface of the ice 
slab is constant and equal to the initial contact temperature as 
long as the ice slab is effectively semi-infinite. This is valid up 
to the time when the temperature at the bottom-end of the ice 
slab begins to rise. During this period, the local solid fraction 
of the two-phase material at the surface of the ice slab remains 
constant as required by the thermodynamic equilibrium 
condition.16 Therefore, the total number of frazil ice flakes is 
determined at the outset of selective freezing process by the 
contact condition. The population of the two-phase region 
does not increase as the region grows. A schematic 
representation of the structure of the base of the two-phase 
region is shown in Fig. 12(a). This structure may also be 

Due to space limitation, the effects of the other three parameters, i.e., 
k//ks, Cpi/Cps, and S, which have been studied quite extensively in the case of 
freezing of a pure material [6-9], will not be discussed here.;, 

15It should be pointed out that in Fig. 11, the^alue of>R/ t= 0.86 corresponds 
to the liquidus point for the 5 percent NaCl solution. Therefore, the solid lines 
are terminated at this particular location. ./ % 

This is true provided that the effect of mass transfer is negligible (see the 
Final Remarks section). .-, ^ 
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Fig. 11 Effects of the initial solution temperature and solution con­
centration on the growth of the two-phase region (Rs = 0.5) 

regarded as a schematic of the nucleation sites for the growth 
of frazil ice over the surface of the cold ice slab. The in­
dividual site is very slender in shape, about 1-4 mm in length 
and much less than 0.4 mm in width. Since the solid fraction is 
constant at the surface of the ice slab, the total number, as 
well as the size of the ice flakes, is fixed at the base. Hence the 
ice flakes can only grow vertically in the manner illustrated in 
Fig. 12(b) and (c). Owing to the adhesive property of frazil ice 
[15], the ice flakes, once formed, remain strongly attached to 
the cold ice slab. With the salt solution being much more 
dense than ice, the most stable configuration of the two-phase 
region is such that all the ice flakes point up, vertical and 
parallel to the direction of the gravitational force. In this way, 
each ice flake remains isolated as it grows. A departure takes 
place due to the rise of the surface temperature and sub­
sequently melting of the base, the frazil ice flakes quickly 
reorient themselves and attach to each other as shown in Fig. 
12(d). The "lumped" ice flake material then floats to the top 
of the solution pool as an entity. Of course, this is not the case 
if the population of the two-phase region is very small, since 
the two adjacent ice flakes are too far apart for them to join 
together and they simply float up individually. 

6 Final Remarks 

We have assumed that there is no volume change on 
freezing and that the effect of mass diffusion is negligible on 
the selective freezing system. It is desirable to examine these 
two assumptions based on the results we have obtained. 

It is well-known that there is a volumetric expansion during 
ice formation. The density of water is about 1000 Kg/m3 , 
whereas the density of ice is only 910 Kg/m3 . Therefore, the 
velocity induced by the selective freezing process is 
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Fig. 12 Illustrative diagrams of the individual ice flake and the mor­
phology of the two-phase region: (a) the base of the two-phase region, 
(b) growth of the frazil ice flake (front-view), (c) growth of the frazil Ice 
flake (side-view), (d) joining of the ice flakes upon departure from the 
surface of the original ice slab (top-view) 

\ps PI/ Jo Bt 

where ( l / p s - l / p / ) —0.1 and p* —1.0 will be assumed. The 
error introduced to the solution by neglecting this convection 
effect is 

VdT*/dx V 
(24) 

dT*/dt ij 

As an order of magnitude estimate, we have 

0<^=0-1Io^= 0-Li¥lo'^ (25) 

Taking 0(ri)~a in equation (24) and fs ~0.5 ( l - r j /o) in 
equation (25) as indicated by our results, we obtain 
0(EV) -0 .025, which is indeed negligible. 

To estimate the error introduced by omitting the mass 
diffusion effect, we have to determine the magnitude of the 
ratio 

Dd2C/dx2 

(dC/dT*)(dT*/dt) 

In terms of the similarity variables, we obtain 

d2C*/dr,2 

Hence 

n,„ , D AC*/a2 1 /D\ 
0(Em) — — = ~j ( - ) 

(26) 

(27) 

(28) 

where AC* =C*-C*(dc) is the concentration difference 
across the two-phase region. In our case, we have a ~ 0.2 and 
D/as -0.001 for the NaCl-H20 systenk Thus'Ofe,,) -0.025 
which is again negligible. The mass diffusion effect is im­
portant only if the freezing rate is very small (i.e>, a < < 1) or 
the mass diffusivity is about the same order, as the thermal 
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diffusivity. This restriction on the material properties can be 
regarded as a limitation of the model. 
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Effect of Inclination on Freezing in 
a Sealed Cylindrical Capsule 
Experiments were performed to study the heat transfer processes that occur during 
freezing inside of a sealed cylindrical capsule when the inclination of the capsule is 
varied parametrically from vertical to horizontal. The phase-change medium was 99 
percent pure n-eicosane paraffin. It was found that the amount of mass that 
solidified during a given freezing period was insensitive to the inclination of the 
capsule, as was the amount of energy extracted from the capsule. Only highly 
localized quantities such as the local frozen layer thickness reflected the inclination 
of the cylinder. Parametric variations were also performed for the degree of sub-
cooling of the capsule wall below the fusion temperature and for the degree of 
superheating of the liquid phase at the onset of freezing. These variations facilitated 
the identification of the relative importance of the latent and sensible energies to the 
total extracted energy. 

Introduction 
This paper describes experiments undertaken to study the 

fundamental heat transfer processes that occur during 
freezing of a phase-change material contained in an externally 
cooled cylindrical capsule. The special feature of the work 
was to investigate the effect of capsule inclination. Since 
natural convection in the liquid phase is the only inclination-
sensitive mode of heat transfer that participates in the freezing 
process, natural convection will be of special concern 
throughout this presentation. 

In recent years, under the impetus of the energy storage 
application, many aspects of melting and freezing have been 
investigated both experimentally and computationally. Two 
recent publications [1, 2] survey much of such work that has 
been done in relation to thermal energy storage systems, while 
[3, 4] review much of the freezing work performed in the field 
of metallurgy. Several other literature review articles are 
identified in the thesis [5] from which this paper is taken. 

Although an extensive literature exists on the subject of 
phase-change energy storage, experimental investigations of 
encapsulated freezing are rather spare. Freezing in vertical 
and horizontal tubes, respectively, has been investigated 
through experimentation in [6] and [7, 8]. Owing to dif­
ferences in the phase-change media and in the experimental 
conditions, no conclusions can be drawn about the effect of 
orientation from these experiments. 

The present paper constitutes a systematic study of fully 
encapsulated freezing in which parametric variations are 
made of the capsule inclination, the initial superheating of the 
liquid phase, and the degree of subcooling of the capsule wall 
relative to the fusion temperature. The experiments were 
performed using 99 percent pure n-eicosane paraffin (with a 
fusion temperature of 36.3°C) as the phase-change material. 
Freezing of the paraffin was initiated and maintained by a 
step-change decrease in the capsule wall temperature. 

Three values of each of the two thermal parameters (liquid 
superheating and wall subcooling) were used, resulting in nine 
different thermal conditions under which the effects of in­
clination were studied. For the condition of zero initial liquid 
superheating, no natural convection exists during freezing. 
Because of this, the results for no initial superheating serve as 
a baseline against which the with-superheating results are 
compared. 

Data collected during the experiments included the in­
stantaneous frozen mass, local solid-layer thickness 
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distributions, and the liquid-phase bulk temperature, all as 
functions of time and of the three aforementioned 
parameters. In addition, all of the components of the total 
energy extracted during freezing (i.e., latent and sensible) are 
evaluated. 

A supplementary, simplified numerical model was 
developed for purposes of comparison to the experiments. In 
the model, conduction constitutes the sole liquid-phase heat 
transfer mechanism, thereby providing for an interesting and 
enlightening comparison of results. 

Experimental Apparatus 

The main components of the experimental apparatus in­
cluded the cylindrical capsule within which the freezing oc­
curred, a constant-temperature water bath in which the 
capsule was situated during the freezing experiments, and a 
second constant-temperature water bath used to establish the 
thermal state of the capsule and its contents (i.e., the liquid 
phase of the phase-change medium) prior to the initiation of a 
freezing experiment. 

The paraffin-containment capsule was designed to facilitate 
the intact removal of the frozen specimen at the conclusion of 
a data run. To this end, the capsule was made of two identical 
troughlike sections. The respective troughs were semicylinders 
which, when mated, formed a cylinder in which the paraffin 
was contained. In the practical realization of this design 
concept, it was convenient to fabricate each section from a 
rectangular bar into which a semicylindrical trough was 
machined with a ball end mill. The ends of the trough were 
closed by solder-attached blocks. When assembled, the two 
sections created a right cylindrical cavity 18.73 cm in length 
and 3.81 cm in diameter (approximately a 5:1 aspect ratio). 
Because the capsule was a cylinder within a rectangular bar, 
its wall thickness varied from 0.58 to 1.69 cm. 

Brass was chosen as the capsule material because of its good 
machinability and its high thermal diffusivity, which was 
required to attain the desired rapid temperature response at 
the inner wall of the capsule. The rapidity and uniformity of 
this response was found to be satisfactory by monitoring the 
outputs of six thermocouples situated at the inner wall. 

Two apertures were provided at one end of the capsule to 
allow the introduction of liquid paraffin prior to the data run 
or the vacuum extraction of unfrozen liquid atsthe end of the 
run. The apertures were sealed during the freezing period of a 
data run. \ > s 

To establish a uniform initial temperature (=T0) of the 
liquid paraffin at or above the fusion value, th,e fully charged 
capsule was left to equilibrate in a temperature-controlled, 
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agitated hot water bath. Once equilibrated, the capsule was 
transferred to a large, highly agitated water bath maintained 
at a temperature Tw below the fusion value. This bath was 
continuously supplied with water at a temperature slightly 
below Tw by a separate 2.3 kW capacity chilling unit. A 
heater-equipped controller was used to maintain the bath 
temperature at Tw. Vigorous agitation was used to .obtain as 
high a heat transfer coefficient as possible over the outside 
surface of the capsule. 

To support the capsule in the cold water bath, a variable-
inclination stand was employed. The stand was designed to 
securely hold the capsule, not to interfere with the water flow, 
and to have minimal thermal contact with the capsule. With 
appropriate adjustments of the stand, the capsule could be 
positioned with its axis at any angle from the horizontal to the 
vertical. 

A vacuuming device was used to extract the residual liquid 
paraffin from inside the capsule at the end of a data run. 
Access to the inside of the capsule was gained through one of 
the apertures described earlier. Special care was taken during 
the extraction procedure to avoid damaging the surface of the 
frozen specimen. 

All thermocouple emfs were read and recorded by a Fluke 
model 2240B digital data logger with a resolution of 1 [iV. The 
readings included water bath temperatures, inner and outer 
wall temperatures of the capsule, and liquid-phase bulk 
temperatures. Mass measurements were made with a triple-
beam balance which had a resolution of 0.1 g (smallest mass 
measurement — 35 g). A dial-gage-equipped caliper with a 
resolution of 0.001 in. was used for the measurement of the 
thickness of the frozen layer (smallest thickness measurement 
- 0 . 1 in.). 

Experimental Procedure 

A data run was started by submerging the empty capsule in 
the hot water bath and then introducing the liquid paraffin via 
an extension tube connected to one of the apertures. A similar 
tube connected to the other aperture allowed the displaced air 
to escape. Once the capsule was completely filled, a minimum 
period of 30 min was allowed for the paraffin to come to 
thermal equilibrium with the water bath. After that, the 
capsule was then briefly removed from the hot bath, the 
apertures capped, and the capsule returned to the bath for 
about 10 min for final equilibration. Then, the capsule was 
transferred from the hot water bath to the cold water bath and 
placed securely on the variable-inclination support stand. This 
transfer, which was accomplished in 5 s, marked the initiation 
of the freezing process, which was allowed to continue for a 
preselected time. 

Two alternative run-termination procedures were used, 
depending on the data desired. The first involved rapid 
removal of the capsule from the cold bath, opening one of the 
apertures, and entering the inner liquid core of the capsule 
with the vacuuming device to withdraw the residual liquid. 
The capsule was then opened, the solid paraffin sample 
carefully removed, and its mass measured. The sample was 
then sectioned perpendicular to its axis at nine equally spaced 
axial locations. At each axial station, measurements of the 
solid-layer thickness were made at eight uniformly spaced 
circumferential locations using the aforementioned caliper. 
Thickness measurements for data runs corresponding to the 
same thermal conditions but having different durations 
provided a picture of the timewise movement of the solid-
liquid interface. 

The other end-of-run measurement sequence was used to 
obtain the bulk temperature of the residual liquid. The initial 
steps of this run-ending procedure were identical to the 
foregoing, but instead of extracting the liquid paraffin with 
the vacuuming device, a thin, stiff nylon rod fitted with two 
thermocouples was used first to thoroughly mix the residual 
liquid and then to record its bulk temperature. 

Each of these two types of data runs were performed for all 
combinations of the inclination angle and the thermal 
parameters. In supplementary data runs, solidification was 
allowed to go to completion. By weighing the sample obtained 
in this manner, the total possible frozen mass MT could be 
ascertained. In the presentation of results, MT will serve as a 
reference mass. 

Data Reduction 

In the presentation of results, several dimensionless 
quantities are used. Two Stefan numbers, the solid-phase 
Stefan number Stes and the liquid-phase Stefan number SteL, 
are evaluated as 

Stes=csCr-T„)/\,StzL=cL(T0-T*)/\ (1) 
Note that SteL is based on the temperature T0 of the liquid 
phase at the beginning of the freezing period. When the liquid 
is initially at the fusion temperature T*, then Ste^ = 0. Thus 
SteL serves as a dimensionless measure of the initial liquid 
superheat. Also Stes is a measure of the temperature dif­
ference across the frozen layer. The duration / of the freezing 
period is expressed in dimensionless terms by means of the 
Fourier number Fo 

Fo = « s f / / i (2) 

The local solid layer thicknesses 5 will be presented as such 
and are also employed to calculate two other quantities: 5 and 

Nomenclature 

cL 

Cs 
ES\ 

Esi 

ES3 

Ex 
\,max 

Fo 
k 
L 

= liquid-phase specific heat 
= solid-phase specific heat 
= sensible energy release 

from subcooled solid 
= sensible energy release 

from frozen liquid 
= sensible energy release 

from unfrozen liquid 
= latent energy release 
= maximum possible latent 

energy release 
= Fourier number, ast/rw

2 

= thermal conductivity 
= cylinder length 

Ms 

MT 

M' 

r 
rw 

rs 

SteL 

Stes 

T 

= mass solidified during 
period from / = 0 to t = t 

= total possible solidified 
mass 

= circumferentially inte­
grated frozen mass per unit 
length 

= radial coordinate 
= radius of cylinder wall 
= local radial distance to 

solid-liquid interface 
= initial liquid-phase Stefan 

number, cL(T0 - T*)/\ 
= solid-phase Stefan number, 

cs(T* - r w ) /x 
= temperature 

V 
Tb,s 

T0 

T 
T* 

t 
X 

<*s 
8 
5 

6 
X 

Ps 

bulk temperature of liquid 
bulk temperature of solid 
initial temperature of liquid 
cylinder wall temperature 
fusion temperature 
time 
axial coordinate measured 
from lower end of cylinder 
thermal diffusivity of solid 
local frozen layer thickness 
spatial-average frozen layer 
thickness ' 
angular coordinate f 
latent heat of fusion 
density of-solid 
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M'. For any time t, the 5 values at all circumferential and 
axial measurement points were averaged to yield <5. The 
quantity M' is the circumferentially integrated frozen mass 
per unit axial length. At any given axial station where eight 
uniformly spaced measurements of the solid-layer thickness 
were made, M' was determined from 

M'=\ psrdrdO (3) 

where r„ is the cylinder radius and rs, which varies around the 
circumference, is the distance from the cylinder axis to the 
solid-liquid interface. The quantity ps is the density of the 
solid phase. After integration over r and non-
dimensionalization 

M ' / p s w i = ( l / 2 * ) j o ' [ l - ( r s / / \ , ) 2 ] d 0 (4) 

Simpson's rule integration was used to obtain numerical 
results. 

The total energy released during freezing was calculated as 
the sum of four individual components, one of which was a 
latent energy and three of which were sensible components. 

The latent component is designated £ \ . From the mass 
measurement, the amount of mass Ms solidified from t = Q 
tot = t was known, so that 

EX = \MS (5) 

where X is the latent heat of fusion of the paraffin. 
The second energy component, designated Esl, was that 

associated with the subcooling of the solidified paraffin. The 
specific heat of the solid is taken as constant, since no in­
formation is available regarding its temperature dependence, 
so that 

Esl=Mscs(T*-Tb:S) (6) 

where cs is the specific heat of the solid, and TbjS is the bulk 
temperature of the solid given by 

were calculated. £52 is the energy release associated with the 
liquid which solidified during the data run, while ESi is the 
energy released by liquid which did not freeze during the run. 
The first of these components is given by 

ES2=M, Y; c,dT (8) 

where cL is the liquid specific heat. A linear fit of the specific 
heat data given in [10] was used in equation (8). The com­
ponent ES3 is 

£ S 3 = ( M r - M s ) ( ° cLdT (9) 
•>Tb,L 

where MT is the reference mass, and TbL is the measured bulk 
temperature of the liquid at the end of the data run. 

To allow easy comparison of the four energy components, 
they were normalized by a constant - the maximum possible 
latent energy releaseEXmax, which is given by 

(10) £\,max = XM7 

T(r)Ps2irrdr/\ ps2irrdr (7) where the ratio MS/MT is plotted 
r& ^rf> Himpnsinnless frppyine time FoSte„ fo 

Results and Discussion 

Effects of Cylinder Inclination Angle. In the initial ex­
periments, consideration was given to cylinder inclination 
angles of 0 (horizontal), 45, 60, and 90 deg. However, during 
the course of the experiments, it was found that three angles, 
0, 45, and 90 deg, were sufficient to characterize the effects of 
inclination. Therefore, very little 60 deg data were collected, 
and this will be reflected in the presentation of results. 

Three values each of the initial liquid superheat (T0 - T*) 
and the subcooling imposed on the capsule wall (T* - Tw) 
were used. In the presentation, these thermal parameters are 
expressed in terms of Stefan numbers. Table 1 gives the values 
of the Stefan numbers and their associated temperature 
differences. 

Figure 1 shows the effect of the cylinder inclination angle 
on the amount of mass Ms solidified between t = 0 and t = t, 

as a function of the 

The temperature distribution T(r) was regarded as depending 
only on the radius r (end effects are considered negligible) and 
was obtained by assuming the existence of an instantaneous 
steady state in the solid, with account being taken of the 
temperature dependence of the thermal conductivity [9]. 
Details relating to the determination of Tb s are available in 
[5]. 

Two components of sensible energy released from the liquid 

dimensionless freezing time FoStes for four different thermal 

Table 1 Temperature differences and associated Stefan 
numbers 

(T* - Tw) Stes (T0-T>) Ste, 
6.0°C 

20.0 
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conditions. The choice of FoStes as the time variable was 
based on its effectiveness as a correlating group in the theory 
of heat conduction with change of phase. The property values 
in FoStes were evaluated at the fusion temperature of solid n-
eicosane. It was found tht this choice of reference temperature 
gave the tightest grouping of the data for the baseline cases 
(Stet=0). 

Attention is first directed to the two sets of data for SteL = 
0. For this case, there is no initial superheating of the liquid 
paraffin, and no natural convection exists in the liquid phase 
during freezing. Consequently, no effect of cylinder in­
clination is expected, and the data for both Stes cases confirm 
this expectation. 

The other two sets of data in the figure are for SteL = 0.413 
(the largest SteL investigated here). Since T0 > T*, natural 
convection occurs in the liquid phase during some part of the 
freezing period. Since inclination is expected to affect the 
natural convection, it might also be expected that the freezing 
process would be affected. However, the two sets of data in 
Kg- 1 for SteL = 0.413 show no dependence on inclination 
angle. An explanation of this unexpected behavior will emerge 
as additional data are presented. 

Figure 2 was prepared to show the dependence of liquid 
bulk temperature on cylinder inclination angle. The in­
stantaneous bulk-to-fusion temperature difference in the 

CYLINDER 
WALL 

0° 0.0322 
45 0.0358 
90 0.0410 

Fig. 4 Effect of cylinder inclination on the local solid-layer thickness 
(X/L = 0.525, Stes = 0.235, SteL = 0.413) 

liquid, normalized by the initial superheat, is plotted against 
dimensional time. FoStes, which pertains to heat conduction 
in a freezing solid, is not an appropriate time variable here, 
since the data of Fig. 2 relate to convection/conduction 
processes in the liquid. The figure contains four sets of data 
encompassing the two levels of superheating and the smallest 
and largest subcoolings of the capsule wall. As in Fig. 1, a 
somewhat surprising result is displayed: for all of the four 
thermal conditions, the instantaneous liquid superheat is 
independent of inclination. 

The frozen mass (Fig. 1) and the instantaneous liquid 
superheat (Fig. 2) are both global quantities in that they 
represent averages over the entire capsule. Consequently, they 
mask possible local variations which might occur with 
changes of inclination. Attention is now turned to quantities 
with more local content. 

Consider first the circumferentially integrated frozen mass 
per unit length M'. This is a quasi-local quantity which 
depends on the axial coordinate X measured along the axis of 
the cylinder from the lower end. Representative results for M' 
are presented in Fig. 3 at three axial stations, X/L = 0.220, 
0.525, and 0.831, where end effects are not present {L = axial 
length of cylinder). The results correspond to the maximum 
initial superheat. 

It is useful to examine the M' results for a fixed inclination 
at any given FoStes and to note any variations with XIL. As 
can be seen, for example, in the 45 deg case, M' decreases 
with increasing X/L, indicating a solid-layer thickness 
decrease with X/L. A similar trend is observed for the 90 deg 
inclination angle (vertical case). The existence of these axial 
thickness variations clearly indicates the presence of liquid-
phase natural convection during freezing. For the horizontal 
orientation (0 deg), M' is independent of X, sinpe the natural 
convection gives rise to circumferential thickness variations 
but not to axial variations. \ ' 

It may also be noted in Fig. 3 that with increasing time 
(FoStes), the variation of M' with X/L decreases. This is 
because in the period after natural convection has ceased, the 
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Fig. 6 Comparison of experimental and numerical results for the 
decay of the liquid superheat 

thinner portions of the solid layer grow more rapidly than the 
thicker portions since they offer less resistance to heat flow. 

Although natural convection has been shown to be present, 
the M' data for a fixed X/L in Fig. 3, e.g., X/L = 0.525, 
indicate little variation with inclination. There does appear to 
be a distinct variation between the 0 deg case and either of the 
other two, but no consistent pattern among all three cases 
emerges. The absence of strong inclination-related effects in 
Fig. 3 may be due, in part, to the circumferential averaging 
that occurs in the evaluation of M'. 

The most localized data available are the local solid-layer 
thicknesses, a sampling of which is presented in Fig. 4. The 
figure is a polar plot showing the circumferential distribution 
of the solid-layer thickness for three different inclinations at 
fixed Stes, SteL, X/L, and for as nearly the same FoStes 
values as were available. 

Figure 4 shows that the most localized data do reflect the 
effects of inclination, thereby confirming that such effects 
exist. However, as already established, these effects are 
washed out for spatial-averaged quantities. 

A Comparison With Computation. To help assess the role 
of natural convection in the freezing process, a one-
dimensional (i.e., radial) constant-properties, conduction-
based (i.e., no convection) numerical model was developed to 
provide predictions for comparison with the experimental 
data. The key feature of the numerical solution method was 
the immobilization of the moving boundary between the solid 
and liquid regions. The finite difference equations expressing 
energy conservation in the solid and liquid regions were 
formulated implicitly, while the interface energy balance was 
treated explicitly. Details are available in [5] and [11]. 

In Fig. 5, numerical and experimental results for the growth 
of the solid layer thickness are compared. Each data point 
represents the average of the locally measured thicknesses 
corresponding to a given freezing time (i.e., given FoSte5). 
The average does not include any points in the end-affected 
regions of the frozen sample. 

The figure consists of two graphs, the lower of which is for 
zero superheat (Ste^ = 0). In this graph, there are two groups 
of experimental data. The open symbols represent data from 
the present study, while the blackened symbols are from [6] 
and correspond to freezing in an open-top vertical cylinder. 
The agreement between the two sets of experimental data is 
excellent. For Stei = 0, no natural convection is present, and 
it might be expected that the numerical results would predict 
the experimental values fairly accurately. However, the 
numerical results consistently fall about 25 percent below the 
measured values at any FoStes value. The most likely cause of 
the discrepancy is the uncertainty in the available values of the 
thermal conductivity used to evaluate FoStes for the ex­
perimental data. Reference [9] suggests a 20-30 percent 
uncertainty in the conductivity values. Although the 
numerical and experimental results are not in quantitative 
agreement, they are in excellent trendwise agreement. 

In support of the contention that the aforementioned 
discrepancy is not due to errors in the numerical work, it may 
be noted that the same computed predictions have been 
obtained independently by three different investigators 
(present, [6], and [12]) using different schemes. 

In the upper portion of Fig. 5, with Stet = 0.413, 
somewhat greater deviations between the computed and 
measured results appear, although the trends are still similar. 
The lower predicted solid layer thicknesses and smaller 
growth rates indicate that in the conduction-controlled 
numerical model the liquid is maintaining a role in the energy 
release for a longer period of time than occurs in reality. 

This is more clearly seen in Fig. 6, which shows a com­
parison of the calculated and measured timewise decay of the 
liquid superheat. Two sets of numerical results are shown. For 
the upper set, values of dimensional time were obtained from 
the dimensionless numerical results by using the ther-
mophysical property values used in the evaluation of FoSte5 
for the experimental data. For the lower set, the thermal 
conductivity value was increased by 30 percent. This increase, 
which is within the accuracy range specified in [9], was 
selected because it forces a near fit of the computational and 
experimental results in the lower graph of Fig. 5. Even with 
the increased thermal conductivity, the predicted decay rate is 
much slower than the measured rate, indicating that pure 
condition in the liquid is playing a minor role in comparison 
to natural convection. 

Effects of the Thermal Parameters. Attention is now 
directed to a discussion of the effects of \the two thermal 
parameters Stes and SteL. Since cylinder j inclination was 
found to have a negligible effect on the global frozen mass 
and the liquid bulk temperature, the following presentation is 
simplified by eliminating the identification ,of data according 
to inclination. Figure 7 shows the effect of,Stes on the frozen 
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mass, both in the absence and in the presence of liquid 
superheating. For the former (i.e., SteL = 0), there is only a 
slight dependence of Ms /MT on Ste5, with Ms IMT increasing 
with decreasing values of Stes as predicted by the theory of 
conduction phase change. When there is superheating (e.g., 
SteL =0.413), the natural convection which occurs during 
freezing causes the MS/MT data for different Stes to 
separate. 

With regard to the spreading of the data in the SteL = 
0.413 case, it is well established that the existence of liquid 
superheat will retard the growth of the frozen layer. In 
particular, the larger the value of FoStes to which liquid 
superheat persists, the smaller will be the frozen mass (at a 
given value of FoStes). This reasoning can be quantified with 
the aid of Fig. 8, which presents results for the timewise decay 
of the liquid superheat. Note in Fig. 8 that for the SteL = 
0.413 case, the superheat persists to about the same time for 
all three Stes values, which means that the superheat persists 
to larger values of FoStes at larger Stes. According to Fig. 7, 
larger Stes corresponds to smaller MS/MT at a given FoStes, 
thereby verifying the foregoing assertion. 

The variation of frozen mass with SteL is examined with the 
aid of Fig. 9. Data for the three SteL cases are plotted there 

for fixed values of Stes = 0.047 and 0.235. For both Stes, a 
characteristic trend is noted: at small values of FoSte5, the 
data for the various SteL are fairly well separated, but at 
larger values, the data begin to converge. This behavior is 
more apparent in the Stes = 0.047 case than in the 0.235 case. 

For the SteL = 0 case, no liquid superheating exists, 
resulting in the largest frozen mass production, particularly at 
small values of FoStes. In the cases for which SteL > 0, the 
frozen mass decreases in the order of increasing SteL. This is 
most apparent at smaller values of FoStes, where the liquid 
sensible energy contribution is greatest. After the 
superheating decays, the rate of freezing will be greater for the 
solid with the thinnest frozen layer, which, as noted in the 
foregoing, is characterized by the largest SteL. The upper 
portion of Fig. 8 shows that the dissipation of the superheat is 
completed at about the same time for a fixed value of Stes, 
i.e., at the same FoStes. 

Energy Accounting. The final two figures show the results 
of an energy accounting analysis made for four representative 
thermal conditions. As discussed in detail in the Data 
Reduction section, the total energy extracted consists of a 
single latent and three sensible components. These com­
ponents and their sum are presented in Figs. 10 and 11. In 
these figures, Ex represents the latent energy released, ESi is 
the energy released from subcooling of the solid, ES2 accounts 
for sensible energy released by liquid which has solidified, and 
ES} represents sensible energy that has been released by the 
remaining (i.e., unfrozen) liquid. In the cases for which SteL 
= 0, no liquid sensible energy is available for release, so that 
ES2 and ESi are both zero. 

Figure 10 shows the results for Stes = 0.047. For both SteL 
cases shown there, the sensible subcooling of the solid .E^ is 
very small compared to the latent energy released, as is 
consistent with the small value of Stes. 

For significant initial liquid superheating (SteL = 0.413), 
the total liquid sensible energy release (ES2 + ES3) provides 
over half the energy released at small FoSte^ values and 
remains an important contributor over the entire range of 
FoStes. As freezing progresses, ES2 increases due to the in­
creasing amount of solid, while, correspondingly, ESi 
decreases. The sum of ES2 and ES3, however, becomes a 
constant when the initial liquid superheat has been completely 
dissipated. This regime is initiated in Fig. 10 at the point at 
which triangles and diamonds begin to follow parallel paths. 

The total energy extracted is represented in'iFig. 10 by the 
uppermost set of data for each of the two cases shown there. 
Considerably greater total energy release occurs when initial 
superheating is present. < 

Figure 11 conveys results for cases for whicji Ste5 = 0.235. 
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The trends observed here are similar to those in the previous 
figure. In accordance with the larger value of Stes, the 
magnitude of ESi has increased but still remains a relatively 
small portion of the total. In the presence of significant initial 
liquid superheating, the liquid sensible energy release con­
tinues to play a major role in the total release, but the con­
stancy of (ES2 + ES3) is initiated at a larger value of FoStes. 
A comparison of the total energy release for the Ste^ = 0.413 
cases in Figs. 10 and 11 shows that this quantity is relatively 
independent of the value of Stes. 

Conclusion 

It was found that cylinder inclination played a negligible 
role in determining the amount of energy released during 
freezing under any of the investigated conditions of initial 
liquid superheat or cylinder wall subcooling. Only for more 
local quantities such as the local frozen-layer thickness was it 
possible to detect inclination-related variations, but even these 
were moderate. Whatever inclination effects did occur 
resulted from changes in the pattern of the natural convection 
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in the superheated liquid. For freezing which is initiated 
without liquid superheat, there is no natural convection and 
there can be no effects of inclination. 

Although the energy release was insensitive to the in­
clination-related aspects of natural convection, there is 
evidence that the natural convection did play an important 
role in the freezing process in the presence of large liquid-
phase initial superheat. Comparisons of the experimental 
results with numerical solutions which ignored the natural 
convection suggested that the convection significantly in­
creased the rate at which the sensible energy of the 
superheated liquid was delivered to the solid-liquid interface. 
These effects were strongest during the initial portion of the 
freezing period and waned as the superheat was dissipated. 
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A Photographic Inwestigation of 
the Stability of a ¥apor Nucleus in 
a Glass Cavity 
A set of experiments was conducted to observe the stability of a vapor nucleus 
trapped inside a small glass capillary for water at a uniform superheat. The glass 
cavity was of a shape that allowed the incipient growth and collapse of the nucleus 
to be clearly distinguished. Photographs showing the nucleus instabilities are 
presented at one of three different system pressures used in the experiments. The 
observed stability of the nucleus and the measured superheats corresponding to the 
incipient instabilities agree with predictions based on a previous thermodynamic 
analysis. 

Introduction 
The thermodynamic stability of a vapor nucleus, trapped in 

a surface cavity is essential to the study of boiling from 
surfaces. Preexisting nuclei on a solid surface are thought to 
act as nucleation sites. At a particular site, the sequence of 
events leading to fully active boiling is as follows. An initial 
superheat is applied to the liquid in order to activate the vapor 
nucleus, i.e., force the liquid-vapor interface up to the mouth 
of the cavity. A bubble now forms at the mouth of the cavity 
and grows until bouyancy forces lift the bubble from the 
surface. As a bubble departs, a residual vapor pocket is left in 
the cavity, which acts as the source for the next bubble. This 
cycle is repeated, causing a stream of bubbles from the site. 
The superheat in this latter stage is usually less than the initial 
superheat required to activate the site. As the superheat 
decreases, the bubble frequency decreases until boiling stops; 
the liquid-vapor interface moves back inside the cavity and 
the site becomes deactivated. Several experimental studies by 
Griffith and Wallis [1] and Cole [2, 3] concentrated on 
verifying the thermodynamic analysis for predicting the 
superheat at which the initial activation of the nucleus occurs. 
In each of these studies, a conical or cylindrical cavity was 
exposed to a uniformly superheated liquid and the tem­
perature at which the cavity was activated (or deactivated) was 
measured. For the types of cavities studied, the activation and 
deactivation superheats were essentially the same. In each 
study, it was concluded that the superheat at which activation 
occurred could be predicted reasonably well from the ther­
modynamic analysis. However, for these relatively simple 
cavity geometries, the instability (i.e., unstable growth or 
collapse) of the nucleus occurred when the liquid-vapor in­
terface reached the mouth of the cavity and the difference 
between the activation and deactivation superheats was small. 
It is interesting to note that the enhanced boiling surfaces 
currently being developed utilized a more complicated cavity 
geometry in which there may be large differences between the 
superheat required to activate and deactivate the nucleation 
sites. Recent tests of these surfaces [4, 5] have shown that a 
wall superheat on the order of 5 to 10°C is required to activate 
these surfaces while deactivation of the nucleation sites occurs 
at about 1/10 this value. 

Other studies by Wei and Preckshot [6], Kosky [7], and 
Marto and Sowersby [8] concentrated on the dynamic 
behavior of the nucleus during fully active boiling. Using 
high-speed photography, these authors observed the motion 
of the liquid-vapor interface in small glass capillaries. They 
noted that following the departure of a bubble from the 
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Fig. 1 Schematic and photomicrograph of the glass cavity 

cavity, the liquid-vapor interface penetrated inside the cavity, 
the depth of penetration being influenced by varoius factors 
such as cavity geometry and surface tension. Their 
photographs illustrate the dynamic nature of the bubble 
growth-departure cycle. 

In this paper, a photographic investigation was undertaken 
to observe the initial activation and deactivation of a vapor 
nucleus in a small glass cavity and as such differs from the 
photographic investigations of active boiling from cavities. 
The shape of the cavity was designed so that there is a clear 
difference in the position of the liquid-vapor interface at each 
of several, separate instabilities that are observed. Fur­
thermore, the superheats, required to activate and deactivate 
the nucleus differ by an order of magnitude, thus allowing a 
clear test of the theoretical predictions. Recently, in a ther­
modynamic analysis [9] of vapor nuclei trapped in cavities, it 
was shown that the stability of a nucleus can be predicted 
directly from a curve showing the variation in the radius of a 
curvature with position of the liquid-vapor interface. It was 
predicted that a nucleus will be stable at positions within the 
cavity where the slope of this curve is negative and, unstable at 
positions where the slope is positive. Furthermore, a local 
minimum in this curve corresponds to the point at which the 
nucleus begins to grow (activation) whileja local maximum 
corresponds to the point at which the nucleus begins to 
collapse or dissolve (deactivation). This curves essentially 

402 /Vo l . 106, MAY 1984 Transactions of the ASME 
Copyright © 1984 by ASME

  Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



SCHEMATIC 
OF THE 

APPARATUS 

THERMOCOUPLE 
"LEADS 

COLD TRAP 

MERCURY 
MANOMETER 

LIGHT 
SOURCE 

CAVITY 

WATER 

Fig. 2 Schematic of the test apparatus 

identical to the curve of radius versus nucleus volume shown 
by Griffith and Wallis[l]. 
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Test Apparatus 

Boiling Cavity. In order to observe the activation and 
deactivation of the vapor nucleus, the cavity shape adopted 
was a double hourglass shape. A schematic and a photograph 
of the test cavity are shown in Fig. 1, together with the in­
ternal diameters of the cavity at points A, B, and C. The 
reason for adopting this particular caity profile will be 
discussed in the section, "Cavity Characteristic." 

The cavity was formed by gently heating a 3-mm-o.d. Pyrex 
glass tube with a micro-flame torch. As the glass softened, 
surface tension forces caused the glass tube to contract until 
the desired internal dimensions were obtained. Finally, the 
bottom end of the cavity was sealed off by allowing the glass 
to completely contract when heated. The temperature inside 
the cavity was measured with a calibrated chromel-alumel 
thermocouple. 

Apparatus. The experimental apparatus is shown in Fig. 2. 
The apparatus used was similar to that used by others [1, 3] to 
subject the artificial cavity to conditions of uniform 
superheat. The glass cavity was immersed in water, which was 
held in a U-shaped test tube. The temperature of the water in 
the U-tube was maintained at a uniform level by immersion in 
a large regulated heat bath. The system pressure inside the test 
tube was regulated by connecting the test tube to a vacuum 
pump through a Cartesian manostat. To prevent large 
amounts of water evaporating from the U-tube, an inclined, 
water-cooled condenser was placed between the system and 
the cold trap; this allowed the condensate to run back into the 
U-tube on the side opposite to the cavity. This prevented large 
temperature fluctuations near the cavity. The cavity itself was 
inserted into the system and held in place by a standard 
Swagelok fitting, with Viton O-rings. This allowed the glass 
rod holding the cavity to be slid up or down while the system 
was at the desired temperature and pressure. 

The motion of the liquid-vapor interface within the cavity 

h H 
Fig. 3 The cavity characteristic corresponding to the test cavity. Solid 
line portions of the characteristic refer to stable positions; dashed line 
portions refer to unstable portions. 

was observed and recorded using a Bolex 16-mm movie 
camera. The camera was adapted to attach to the end of a 
standard microscope, mounted horizontally. The objective 
used for filming was 4x, with a long working distance since 
the cavity was located at least 1 to 2 cm inside the heat bath. 

Procedure. The U-tube was filled with distilled water prior 
to assembly of the system. At this point, the glass tube 
holding the thermocouple and cavity was attached to the 
system with the cavity held above the liquid surface. The 
manostat was adjusted to obtain the desired pressure in the 
system. The temperature of the bath was slowly increased and 
reached a value corresponding to several degrees of superheat 
in the liquid. Some dissolved gas was liberated during this 
warm-up. The cavity was lowered into the superheated water 
where virorous boiling occurred at the mouth opening of the 
cavity. The boiling was maintained for approximately 1 hr, in 
order to expel air from inside the cavity. 

The test commenced by slowly lowering the temperature of 
the bath (0.3-0.4°C/minute) while observing the liquid-vapor 
interface through the microscope-camera. The first instability 
observed corresponded to the interface moving past the 
maximum in the cavity profile at point B. The minimum 
temperature at which this instability occurred was recorded on 
a strip chart recorder which monitored the thermocouple 
output. In practice, the point at which the instability occurred 
was easily detected because the interface, having slowly 
reached point B in response to the slow temperature decrease 
would move suddenly to a new position on the other side of 

Nomenclature 

k = 
P' = 

p 
' vap — 

R = 

Rr = 

Boltzmann's constant 
pressure in the liquid phase 
vapor pressure of the liquid 
radius of the liquid-vapor 
interface 
critical radius 

T = temperature 
v' = molecular volume of the 

liquid 
x = axial position of the three 

phase line of contact within 
the cavity 

W = cross-sectional vradius of the 
cavity \ 

a = angle defined'by equation (la) 
7 = surface tqnsion of the $ 

liquid-vapor interface 
6 = contact angle.,; 

Journal of Heat Transfer MAY 1984, Vol. 106/403 

Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



II' ·11 I I I I ' .- m
I .J

0 2 4 6 8 10 12 14 16 18s
1.33 1.33 1.37 1.35 1.30 1.30 1.45 1.41 1.52 1.52 C'

11'1· I' · 11·1 II·111·IIII·j 1'1· Mil· II I
20 22 24 24 6/12 25 25 1/12 252/ 12 25 3/12 25"1'2 25 s/'2 s

'.59 1.69 '.76 1.18 1.18 1.78 1.18 1.18 1.78 1.18 C'

(0.) Growth of the Nucleus ot Point C

'18111 IIIHIIIIIUII~
o '/12 2/12 3"2 ./'2 s/'2 6/'2 7/12 8/12 3 8/12 s

1.52 1.52 1.52 1.52 1.52 1.53 1.53 1.53 1.53 1.58 C'
(b.) Finol Position of the LGI

Fig. 4 Sequence of photographs showing the nucleus instability at
point C (filmed at 12 fps). The dark portion within the cavity outline
corresponds to the liquid phase and the arrowheads show the position
01 the liqUid-vapor interface. System pressure is 74.1 kPa.
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Flg.S Sequence of photos shOWing the nucleus instability at point B
(filmed at 12 fps). System pressure is 74.1 kPa.
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Fig. 6 Sequence 01 photos showing the nucleus instabliity at point A
(filmed at 12 fps). System pressure is 74.1 kPa.

point C. Next the temperature of the bath was slowly in­
creased to observe the second instability at point C. Since the
diameter of the cavity at point C was smaller than at B, a
higher temperature was required to force the interface past
point C. Again, the instability was easily detected because the
interface, having slowly reached C, would move rapidly to a
new position between points A and B. The temperature at
which this instability occurred was recorded. The bath
temperature was allowed to slowly decrease to allow the
interface to penetrate past B and then raised to bring the in-
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terface past C. This cycle was repeated a mllllmum of six
times in order to obtain a reasonable average for the tem­
peratures of the instabilities. The temperatures corresponding
to the instabilities were quite reproducible. After this set of
tests, the bath temperature was raised to,.. measure the
superheat required to force the interface past ppint A. Since
the diameter of the cavity at A wa& less 'than at C, this
required a higher temperature than at/point C. Aga1n the
temperature at which the nucleus becarrt~ unstflble was easily
detected since the interface moved rapidly tOji;t~~ mouth of the
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cavity where a stream of bubbles emerged. This was also 
noted by a relatively large drop in temperature on the strip 
chart recorder. This measurement was repeated several times 
to obtain a reasonable average. 

This set of measurements of the superheat corresponding to 
each of the instabilities was repeated at three different system 
pressures: 44.3, 74.1, and 93.4 kPa. A 16-mm movie was 
taken at 12 fps with an overall magnification of ap­
proximately 15x of the instabilities at a pressure of 74.1 kPa. 

Cavity Characteristic 

For a given pressure, the temperatures at which the three 
instabilities occur can be predicted from a plot of radius of 
curvature (for the liquid-vapor interface) versus axial 
position of the interface. Such a curve, called the "cavity 
characteristic" is shown in Fig. 3 for the cavity used in this 
study. It should be noted that the shape of the cavity 
characteristics depends on the contact angle of the liquid on 
the solid. The contact angle is a function of the particular 
liquid-solid combination being considered. In the present 
case, water is in contact with clean glass giving a contact angle 
of zero (complete wetting); furthermore, the advancing and 
receding contact angles are both zero. For this case (zero 
contact angle), the minima and maxima in the cavity 
characteristic correspond to the minima and maxima in the 
cavity profile. This can be seen from the geometric relation 
between the radius of curvature R and the cavity profile W(x) 

R-
W(x) 

cos[0 — a(x)] 

where 
,/dW\ 

a ( * ) = t a n - ' ( — ) 

(la) 

(16) 

With 6 equal to zero and a equal to zero at the minima and 
maxima of the cavity profile, R is equal to Wat these points. 
At any other position, R is not equal to W, since a is not zero. 
If the contact angle is not zero, then the shape of the cavity 
characteristic will be different from that shown in Fig. 3, with 
minima and maxima in this curve occurring at different 
positions. 

In [9], it was theoretically shown that the vapor nucleus is 
stable at all positions where the cavity characteristic has a 
negative slope and unstable at positions where the slope is 
positive. For the stable nucleus positions, the radius of the 
liquid-vapor interface is equal to the thermodynamic critical 
radius [1] 

2 7 
R=R c = — '—— (2) 

where rj = exp [v' (P' — Pmp)/kT). The thermodynamic 
critical radius is a property of the liquid phase and depends on 
temperature and pressure. In the present experimental study 
the factor r\ is very close to unity. 

In [9], it was also shown that the extrema in the cavity 
characteristic correspond to instabilities of the nucleus. At a 
maximum in the cavity characteristic, e.g., point B in Fig. 3, 
the nucleus becomes unstable and will dissolve until the 
liquid-vapor interface reaches B', on the stable portion of the 
characteristic. Conversely, at a minimum, e.g., point C in Fig. 
3, the nucleus becomes unstable and will grow until the 
liquid-vapor interface reaches C . The superheat at which 
these instabilities occur can be calculated by equating the 
critical radius, Rc with the radius at the extremum in the 
characteristic. Thus the cavity characteristic provides all the 
information required to predict the stability of the nucleus. 

From the foregoing discussion it can be seen that the 
Particular shape of cavity used in this investigation was 
chosen to illustrate both types of instabilities. This means that 

40 50 60 70 80 
Pressure (kPa) 

90 100 

Fig. 7 Comparisons of predicted and measured superheats for the 
three instabilities: predicted results; a Measured superheat for 
the instability at A; a Measured superheat for the instability at B; A 
Measured superheat for the instability at C 

the cavity radius beyond point C has to be larger than the 
radius at B in order for the interface to reach a stable position 
at B'; otherwise, the nucleus would completely dissolve away 
and the cavity would be deactivated. For similar reasons, the 
radius at C was made larger than at A in order that the in­
terface reach a stable position at C . 

Results and Discussion 

The results of the photographic investigation of the stability 
of the vapor nucleus are summarized in Figs. 4-6. All these 
sequences were filmed at a system pressure of 74.1 kPa. 
Figure 4(a) shows a sequence of frames of the liquid-vapor 
interface slowly moving toward the first cavity profile 
minimum at C. The time (relative to the first frame) and the 
corresponding superheat are listed below each frame. From 
this sequence we can see that the interface slowly advances 
toward the minimum in response to a gradual increase in 
superheat. At 25 1/12 s from the start, the interface reaches 
the minimum at C. The subsequent frames show a rapid 
movement of the interface away from C (growth of the 
nucleus), even though the superheat remains constant. From 
this sequence, the instability of the vapor nculeus at point C 
can clearly be seen; the superheat corresponding to this in­
stability is 1.78°C. This visual observation agrees with the 
prediction made in the previous section that the nucleus 
becomes unstable and begins to grow spontaneously when the 
interface reaches C. Furthermore, it was predicted that the 
interface would reach a stable position between B and A, after 
the instability. Figure 4(b) shows a sequence of frames of the 
interface arriving at a new position between^B and A after 
undergoing the instability at C. The superheat is slightly 
different from the superheat in Fig. 4(a),1 because this 
sequence was taken from a different experimental run and 
indicates a variation in the measured superheat. During this 
sequence, the superheat is virtually constant;. The last frame in 
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the sequence was taken 3 s after the previous frame and shows 
that the position of the interface has not changed appreciably; 
this implies that the interface is stable at the new position, in 
agreement with the predictions. 

Figure 5(a) shows a sequence of frames of the instability at 
B (maximum in the cavity profile). In this case, it is predicted 
that the nucleus will spontaneously dissolve when the in­
terface reaches B. The sequence shows the interface receding 
past the maximum at B. It is not clear that the instability 
occurs exactly at B. However, it was observed during other 
runs that when the interface was between A and B, it would 
move back and forth in direct response to temperature 
changes. Once the interface reached B, it would always recede 
towards C, despite any temperature variations. When the 
interface began to recede, it would always come to a stable 
position beyond C. This is illustrated in Fig. 5(b), which 
shows the interface at a stable position. Again the superheat 
for this sequence is slightly different from that in Fig. 5(a), 
because it was taken from a different run. Taken together, 
these observations agree qualitatively with the prediction that 
the nucleus becomes unstable at B and dissolves until the 
interface reaches a new position beyond C. 

Finally, the instability at A is shown in the sequence of 
frames in Fig. 6. The position of the liquid-vapor interface is 
shown in each frame by the arrowhead. Again, the interface 
slowly advances out of the cavity in response to an increase in 
temperature. The instability occurs 25 1/4 s from the start of 
the sequence; the last three frames show the interface rapidly 
moving towards the mouth of cavity. It can be seen that the 
position of the interface just prior to the instability is not 
exactly at the minimum in the cavity profile but displaced 
toward the mouth of the cavity. This observation disagrees 
with the prediction made in the previous section. This 
discrepancy is most likely due to the effect of contamination 
on the cavity wall. This series of photographs was the last 
experimental run and contamination of the cavity was highly 
likely. The effect of contamination is to increase the contact 
angle slightly from zero; the glass surface becomes slightly 
nonwetting. For a small contact angle, the minimum in the 
cavity characteristic is positioned between A and the cavity 
mouth. The nucleus does not become unstable at A but rather 
at the position of the minimum in the cavity characteristic. 

A comparison of the measured superheat and the pedicted 
superheat is presented in Fig. 7. The predicted superheats are 
calculated by setting Rc equal to the maximum or minimum 
in the cavity profile. The resulting equation must be iterated 
to solve for the temperatures at which the instabilities occur 
since temperature enters equation (1) implicitly through the 
dependence of y and Pvap on temeprature. The solid curves in 
Fig. 7 represent the predicted superheats with the dashed lines 
giving the uncertainty in the predictions due to errors in 
measurement of the cavity profile. Figure 7 shows a 
reasonably good comparison between the measured and 
predicted superheats for each of the three instabilities. The 
only exception to this occurs for the instability at A at 74.1 
kPa. This was the last instability observed, an example of 
which is shown in Fig. 6. For the reason previously noted, 
(effect of contamination), the minimum in the cavity 
characteristic occurs at a position displaced from A, with a 

corresponding interfacial radius which is larger than the 
radius of the profile at A. Thus the predicted superheat based 
on the cavity radius at A will be higher than the measured 
superheat, as is the case. 

Conclusions 

The stability of a vapor nucleus in a surface cavity was 
observed for conditions of uniform superheat. It was shown 
that the behavior of the nucleus in response to changes in 
superheat agreed with the predictions based on the cavity 
characteristic. The measured and predicted superheats at 
which the nucleus becomes unstable (for both activation and 
deactivation) also agreed. These direct experimental ob­
servations have shown that the thermodynamic analysis is 
correct for liquids which wet the cavity. Further experiments 
are underway, to test the analysis in situations where the 
liquid exhibits a nonzero contact angle with the cavity. 

The results of these tests may eventually lead to the design 
of surface cavities that have small activation superheats and 
which are resistant to deactivation. Undoubtedly, this will 
involve the cavity geometry and control of the wettability of 
the cavities. For example, if the liquid-vapor interface can be 
made concave to the liquid (i.e., negative radius of curvature) 
on a portion of the cavity then a vapor nucleus will be present 
even when the liquid is subcooled. Such a cavity would be 
activated at a relatively small superheat (2-3 °C versus the 
5-I0°C observed with boiling surfaces). Such developments 
will ultimately depend on finding suitable materials for the 
boiling surface. 
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Flash Evaporation From Turbulent 
Water Jets 
Results of an experimental investigation of flash evaporation from turbulent planar 
and axisymmetric water jets are reported. In the range of jet thicknesses tested, for 
planar jets, due to shattering, evaporation is found to be nearly independent of the 
jet thickness. Evaporation from the planar jets was found to be dependent on the 
initial level of turbulence in the water supply manifold. An approximate analysis to 
model the evaporation process based on the physical phenomena and experimental 
observations is outlined. Comparisons between the experimental data and 
analytical predictions of the liquid temperature variation along the jet are included. 
Use of screens in the water jet are shown to be effective for enhancing evaporation. 

Introduction 

Direct-contact heat transfer is an area of current research 
interest for several reasons. First, there are many applications 
in which the heat exchange surfaces constitute a major 
portion of the expense of the total system and are subject to 
problems such as corrosion, fouling, and maintenance. 
Further, whenever a solid surface separates two fluids be­
tween which heat is exchanged, a significant temperature 
difference is required to transfer the heat, which results in a 
loss of overall system efficiency. Examples of such situations 
can be found in geothermal systems, in ocean thermal energy 
conversion systems, in bottoming cycles for power plants 
situated near low-temperature sinks, solar ponds, and energy 
systems in which the available temperature difference is small. 
As high-quality energy becomes more expensive and less 
available, techniques which enhance the heat transfer ef­
ficiency and reduce the deterioration in the energy quality 
available for doing productive work are increasingly more 
important. The work reported in this paper deals with one 
aspect of direct-contact heat transfer problems, namely the 
heat and mass transfer between two streams of the same fluid 
in which a liquid jet undergoes a phase change by flash 
evaporation in direct contact with its own vapor. This report 
presents the results of an experimental investigation of 
evaporation from planar and axisymmetric turbulent water 
jets and an analysis to model the evaporation from the jets. 
Comparisons between the experimental data and analytical 
predictions of the liquid temperature variation along the jet 
are also provided. 

Background 

Experiments. Early definitive experimental studies of 
flash evaporation were conducted by Maa [1], using laminar 
jets of various liquids. Using an ingenious method not 
requiring a probe to measure surface temperature, Maa 
concluded that there is no resistance to molecules crossing the 
vapor-liquid interface in addition to the natural resistance 
imposed by gas laws; i.e., when any vapor molecule strikes the 
interface, the chance of failing to cross it is small. Under this 
condition, for evaporation of liquids such as water, the vapor-
side resistance to mass transfer is nonnegligible but extremely 
low in comparison with the resistance to heat transfer on the 
liquid side. The evaporation rate is thus controlled by the heat 
transport within the liquid. 

For laminar jets, heat transport on the liquid side is 
governed by molecular diffusion. For turbulent jets, 
enhanced heat transport may be expected due to increased 
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mixing caused by eddies in addition to the molecular dif­
fusion. However, definitive data on the enhancement due to 
turbulence are scarce. Mills et al. [2] present data for 
evaporation from 4-mm-dia circular turbulent water jets of 
95, 133, and 171 mm in length. In their experiments, they took 
precautions to maintain a coherent jet and prevent jet shat­
tering due to cavitation. For a jet Reynolds number in the 
range of 3000 to 25,000, an average Stanton number for these 
jets was found to be 3 to 11 times larger than predictions 
based on laminar flow, suggesting a major role played by 
turbulent transport. However, for similar jets and Reynolds 
numbers, they argue that the turbulent mixing for mass 
transfer is probably dominant in a central core region of the 
jet and is not likely to enhance transport mechanisms at the 
thin outer boundary layers adjacent to the interface. Thus 
turbulent transport plays a minor role in this case. Adequate 
explanation for the discrepancy between heat and mass 
transport was not offered. 

Other reported works on experimental investigation of 
flash evaporation from turbulent jets are-few and in most 
cases, the jets were reported to be "shattered." Explosive 
growth of vapor bubbles from within the jets results in 
shattering the jet into discontinuous fragments and droplets. 
Brown and York [3] studied flash evaporation as a means of 
producing a fine spray of liquid droplets for aerosol ap­
plications. 

Balitskiy and Shurchkova [4] report experimental studies of 
flash evaporation from 15-cm-long water jets of 1, 3, and 5 
mm in diameters. For liquid superheat of over 7°C, the 
emerging jets shattered into a spray of droplets. 

Miyatake et al. [5] studied flash evaporation from cylin­
drical water jets of 3.5, 5.0, and 8.2 mm in diameter and of 
12, 25, and 25 cm in length, respectively. The water exit 
Reynolds number ranged from 66,000 to 155,000. 
Photographs of increased jet shattering with increasing 
superheat were presented, along with measurements of 
temperature profiles of the falling jet. They attempted to 
correlate their data based on qualitative arguments of the 
shape of the jet temperature profile. While their data and 
correlations match reasonably well, these correlations may 
not be extended to other laboratory tests because of a lack of 
physical reasoning underlying the correlation. 

Analysis. Analytical modeling of heat transport in 
coherent unshattered turbulent jets is complicated by the 
effect of turbulent mixing, the distribution of the effective 
eddy mixing across the jet, and the decay sof turbulence 
downstream. Theofanous et al. [6] present the'only reported 
attempt to model turbulent transport Jin jets to include all 
these effects; the variation of eddy mixing across the jet is 
assumed to follow the Levich model [7]>jrarid the decay of 
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turbulence downstream is assumed to follow the decay of 
homogeneous turbulence behind a grid. However, the heat 
and mass transport is assumed to occur in a fully developed 
situation. Mills et al. [2] reviewed this approach to indicate 
that the transport process cannot be treated in a fully 
developed sense and must be treated as an entrance region 
problem. Further, they indicate that available experimental 
data for mass transfer into turbulent coherent jets do not 
support the Levich theory or the approach of Theofanus et al. 

Modeling of evaporation from turbulent jets that are 
shattered by the vapor escape is further complicated by the 
associated exposure of new surfaces and the resulting in­
creases in the interfacial area due to a spectrum of droplets. 
Heertjes and deNie [8] report on experimental and analytical 
efforts to quantify the mechanism of mass transfer to drops 
during formation, release, and coalescence. Mass and heat 
transfer during the period of formation can be substantial. 
Once formed, the droplets undergo internal circulation and 
vibrations during free fall. The ratio of an effective diffusion 
rate to the molecular diffusion rate may lie in the range of 1 to 
4 for circulating drops but may be 10 or more for oscillating 
drops [9]. 

It is clear that for accurate predictions of flash evaporation 
from turbulent jets, an adequate data base on variations of 
effective thermal diffusivity in the regions of major tem­
perature gradients within the jet and effective exposed in­
terfacial area with downstream distance are required, and 
such a data base is not available. 

In this paper, we present our initial attempts at modeling 
evaporation from falling turbulent water sheets and ex­
perimental results on evaporation from turbulent planar and 
axisymmetric sheets. Comparisons between the model and 
experimental data are also included. 

For the analyses,we made certain simplifying assumptions. 
The effect of turbulent mixing within the jet is modeled by a 
constant multiplier for the effective turbulent thermal con­
ductivity. For shattering jets, the increased interfacial area is 
taken to be the resulting surface area, assuming that the jets 
were distributed in the form of uniform size droplets. Effect 
of remixing due to screens at any downstream distance in the 
jet is modeled by reimposing the initial conditions at the 
corresponding bulk liquid temperature. 

Evaporation data from 0.8-m-long planar water sheets of 
initial uniform thicknesses of 6.35, 19.05, and 25.4 mm are 
presented. We found that for the jets tested, evaporation was 
essentially independent of the jet thickness because of jet 
shattering. Jet temperature profiles with downstream distance 
are included. Screens located strategically below the falling jet 

Superheated 

u(o) T i W a t e r 

Falling Jet 

Fig. 1 Cross-sectional view of a falling planar water jet 

are shown to sustain a high evaporation rate over the entire jet 
length. We also present evaporation data from an innovative 
vertical spout evaporator where major mixing occurs at the 
liquid exit due to fall back. 

Modeling of Evaporation from Turbulent Water Sheets 

Evaporation from turbulent jets is complicated by tur­
bulent mixing, decay, and jet shattering. In the following 
section, we present a simplified model to illustrate the nature 
of the heat transport in turbulent jets and to provide insight 
for increasing the evaporation rates. However, adequate 
means for accurate prediction of evaporation from turbulent 
jets are considerably complicated by uncertainty in the details 
of the internal structure of the jets and by the effective in­
terfacial areas available for evaporation. 

The analytical model presented here follows the method 
proposed by Maa [1] for evaporation from laminar jets. 
Analytical results in the form of variations in average bulk 
liquid temperature with downstream distance are presented 
for five cases, namely, (a) laminar unbroken jet, (b) turbulent 
unbroken jet, (c) laminar broken jet, (d) turbulent broken jet, 
and (e) turbulent broken jet with surface renewals. The words 
"broken" and "shattered" are used interchangeably 
throughout this report. 

Problem Statement. Consider a water jet of thickness Is 

N o m e n c l a t u r e 

C = horizontal coverage for the 
spout evaporator (m) 

cp = specific heat of water 
(kJ/kg-K) 

D = pipe diameter (m) 
d = droplet diameter (mm) 
g = acceleration due to gravity 

(m/s2) 
H = pipe length above water pool 

(m) 
h0 = overall heat transfer coef­

ficient (kW/m2 • K) 
hG = gas-side heat transfer coef­

ficient (kW/m2»K) 
hG = time-averaged gas-side heat 

transfer coefficient 
(kW/m2 .K) 

k = 

M = 
P = 
R = 

s = 

T = 
t = 
u = 

"o = 

V =. 

latent heat of evaporation 
(kJ/kg) 
thermal conductivity of water 
(W/nrK) 
multiplier for effective tur­
bulent conductivity 
molecular weight of water 
vapor pressure (Pa) 
universal gas constant (kJ/kg 
mol-K) 
one-half of initial jet thickness 
(mm) 
temperature (K) 
time (s) 
water jet velocity (m/s) 
inlet water velocity (m/s) 
horizontal component of water 
velocity over spout (m/s) 

V„ = vapor velocity (m/s) 
ft = vapor mass flux (kg/m2 »s) 
y — horizontal coordinate (m) 
z = vertical coordinate (m) 

Greek 
a = thermal diffusivity of water 

(m2/s) 
e = effectiveness 
p = density of water (kg/m3) 

Subscripts 
b = bulk \ 
i = inlet \ ' ' 

o - outlet ) 
5 = surface (interface) 
v = vapor j . . . 
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exiting at an initial temperature, Th into a chamber held at a 
vapor pressure, pv, corresponding to a saturation tem­
perature, Tu, as shown in Fig. 1. For an unbroken jet under 
steady state, heat transport in the liquid jet can be represented 
by 

dT d2T 

where 

z = the vertical coordinate directed downward 
y = the horizontal coordinate with the origin at the 

center of the jet at the exit plane 
T = the local liquid temperature which is a function of y 

andz 
u = the vertical downward jet velocity assumed invariant 

wi th/ 
a = the effective thermal diffusivity, k/pcp 

k = the effective thermal conductivity of the liquid 
p = density 

cp = specific heat 

The associated boundary conditions for the geometry shown 
in Fig. 1 are 

atz = 0, T=Tj for all y (2a) 

and 

aty=±s, T=Ts(z) (2b) 

Here Tt is the inlet water temperature, and Ts is the interfacial 
surface temperature. 

Further, the heat flux at the interface is matched by 

dT 

dy --hfg% (3) 

where ft is the mass flux of the interfacial evaporative steam 
and hfg is the latent heat of vaporization. 

In equation (3), the steam flux can be related to the surface 
and the surrounding steam temperatures, based on kinetic 
theory for the differential rate collisions of molecules at the 
interface, as 

ft = 
M ( £L Pv \ 

(4) 
2TR\^TS Vr„ 

Hereps is the vapor pressure at Ts, Mis the molecular weight 
of water, and R is the universal gas constant. 

Gas-side and overall heat transfer coefficients hG and h0 

can now be defined as 

hG=hfgft/(Ts-Tu) (5) 

and 

h0=h/t*/(T„-Tu) (6) 

Here Tb represents the average bulk liquid temperature at any 
Z defined as: 

Tb(z) 
2s J -

T(z,y)dy (7) 

Further, if the jet is assumed to fall freely with negligible 
interfacial drag, u(z), can be expressed as 

u(z)=M0)2+2gz (8) 

and the Taylor's hypothesis 

3 = d 

Yt=ulz 
(9) 

can be used to relate time and space derivatives. 
Assuming that the jet remains a flat sheet with insignificant 

changes in thickness due to gravitational acceleration and 
evaporation, equations (1-9) can be integrated numerically. 

In cases where the thermal boundary layer thickness is 
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Fig. 2 Predicted variation of liquid jet surface temperature with 
downstream distance for a laminar, unbroken jet 

small compared to the jet thickness (i.e., 4at< <s), one may 
assume the liquid is semi-infinite.' In this case, Carslaw and 
Jaeger [12] show that the surface temperature may be related 
to the bulk and vapor temperatures as 

r s = r„ + ( r , - r „ ) e x p [ ^ ] e r f c [ ^ V a / ] (10) 

In this equation, since hG is not a constant, a time-averaged 
value for hG 

1 f 
hG = -\ohodt (11) 

may be used with equation (10). Using equations (10) and 
(11), Maa [1] demonstrates excellent agreement between the 
numerically integrated set of exact equations and the 
semianalytical method presented earlier. Thus the 
semianalytical method has been used for the rest of this 
report. 

Analytical Results 

Laminar, Unbroken Jet. For the present case, and all 
other cases for which analytical results are reported, the 
following conditions have been assumed: r ,=25°C , 
r „=20°C, A , =2337 Pa, p=1000 k g / m \ cp =4.186 
kJ/kg«K, hfg = 2450 kJ/kg, and a jet length of 0.8 m. The jet 
thickness 2s was 6.35 mm, and the jet inlet velocity was 1.5 
m/s, unless otherwise noted. For a laminar jet at the 
foregoing temperatures, the thermal conductivity of water, k, 
is 0.618 W/nvK. 

The variation of normalized jet surface temperature with 
downstream distance is shown in Fig. 2. The surface tem­
perature decreases monotonically with distance and reaches a 
value of less than 0.1 within a jet travel distance of 1 mm. 
Correspondingly, the evaporation rate, which is related to the 
surface and vapor temperature by equation (4), decreases 
monotonically and reaches a value of less than 0.1 of the 
initial rate within this distance. Thickness of a thermal 
boundary layer at this time is only about 10 /mi. Further 
evaporation from this surface is severely impeded by the 
growing thermal boundary layer in the liquid. A freshly 

For a large t, closed-form series solutions\^re available for internal con­
duction and external convection from simple body geometries such as slabs [10] 
and spheres [11]. However, for a small f, these solutions require evaluation of 
many terms when the temperature gradients in the thermal boundary layer are 
steep. ., , 
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Fig. 4 Effect of increased effective thermal conductivity due to tur­
bulence on end effectiveness for a broken and an unbroken jet 

exposed interface loses its potential for high evaporation 
within the short distance and can be said to "age" within a 
millisecond. 

For longer exposure distances, the variation of normalized 
bulk liquid temperature with distance for a laminar unbroken 
jet is shown as case (a) in Fig. 3. The bulk temperature 
decreases monotonically but gradually, and reaches a value of 
nearly 0.9 at z/2s of 120. 

The effectiveness e is defined as 

T- — T 
1 1 l O = 1 -

T 
= 0.8 m 

(12) 
T. — T T- — T 

where T0 is the bulk water temperature at the outlet z = 0.8 m, 
orz/2i '= 126 reaches a value of only 0.1 for this case. 

The slope of the curve at any location is an indicator of the 
local rate of evaporation. Note that the slope at any z for the 
laminar, unbroken jet is the lowest of the following cases. 

Turbulent, Unbroken Jet. The effective thermal con­
ductivity for the turbulent case is enhanced by turbulent 
mixing. However, there are unanswered questions regarding 
the intensity of turbulence near the interface and its decay 
downstream. Because of lack of sufficient information at 
present, turbulent effects are modeled by a simple approach 
through the use of a turbulent multiplying factor kT for the 
effective thermal conductivity. Boyadzhiev et al. [13] indicate 
that the values for kT can range from 2 to 10. For illustrative 
purposes, a midrange value for kT of 5 has been used. The 

0 

1.5 m/s 
6.35 mm 

2 3 4 5 6 

Droplet Diameter, d (mm) 
Fig. 5 Effect of increased interfacial area due to jet shattering into 
uniform size droplets of various diameters on end effectiveness for a 
6.35-mm jet 

variation of normalized bulk temperature with distance for 
the turbulent jet with kT = 5 is shown as curve (b) in Fig. 3. 
The evaporation rate for this case is generally higher than for 
the laminar case, as expected. The effectiveness e increases 
only by about 0.1 from the previous case. 

Laminar, Broken Jet. When the jet shatters, a spectrum 
of droplets is likely. However, again because of a lack of 
adequate information on such sprays, the broken jet is 
modeled by assuming that the liquid in the planar sheet is 
redistributed in the form of droplets of certain uniform 
diameter d. The interfacial area increases by a factor of 6s/d 
due to the droplets. Since the present method assumes that the 
liquid jet is infinitely thick for the calculation of the processes 
at the interface, evaluation of evaporation from droplets is 
essentially similar to that of planar jets, except for the in­
creased interfacial area. 

In Fig. 3, curve (c) is generated for a laminar jet with kT = 1 
and an assumed droplet diameter of 3 mm. The evaporation 
rate in this case is over five times the rate for the laminar 
unbroken jet, giving an end effectiveness of nearly 0.5. The 
increased interfacial area results in greater rates of 
evaporation for this case than when the jet is unbroken, but 
enhances mixing due to turbulence as shown in curve (b). 

The effect of varied kT (in the practical range of 1 to 10) on 
effectiveness e for a 6.35-mm-thick, 0.8-m-long jet is shown in 
Fig. 4. Shown are cases for an unbroken jet and a broken jet 
with an assumed droplet diameter of 3 mm. Of course, here 
kT=\ represents a laminar jet. For the unbroken jet, e in­
creases monotonically with increasing kT, attaining a value of 
0.3 for kT = 10. For the broken jet, the effect of increasing kT 

is more pronounced, with e increasing from about 0.5 for 
kT = 1 to about 0.9 for Arr= 10. 

For the broken jet, the foregoing analytical results are 
plotted as a function of droplet diameter d in Fig. 5. Again, 
for an expected range of d from 2 to 6 mm, the variation of e 
for three different assumed kT values of 1, 5, and 10 are 
shown. For each case, e increases monotonically with 
decreasing d. As expected, the smaller droplets yield higher 
interfacial area for enhanced evaporation. 

Turbulent, Broken Jet. This case is essentially the same as 
the previous case, except a value of 5 has beeij used for kT to 
account for turbulent mixing. The drop diameter d is 3 mm. A 
combined effect of increased turbulence and increased in­
terfacial area results in an end effectiveness of nearly 0«8. 

Even though our models are simplistic, we note that the 
evaporation rate from a jet that is broken into droplets can be 
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significantly higher than when the jet remains a coherent sheet 
but undergoes tubulent mixing. 

Turbulent Broken Jet With Surface Renewals. Because an 
exposed interface ages extremely rapidly and the liquid at the 
interface attains the vapor temperature in a short distance (see 
Fig. 2), one may visualize a surface renewal process to 
enhance flash evaporation where the liquid is collected and 
mixed to achieve a uniform bulk temperature and is then 
reexposed to the vapor. Thus, once again, the initial high rate 
of heat transfer may be established, and the jet length 
required to achieve a given temperature drop in the jet can be 
reduced. 

For a 25.4-mm-thick, 0.8-m-long jet, the effects of such 
renewal on the bulk temperature variation with jet length is 
illustrated in Fig. 6. For this case, kT = 2 and tf=3 mm have 
been used. The renewal process is modeled by reimposing the 
initial conditions corresponding to the bulk liquid tem­
perature at any specified downstream location. Liquid 
temperature variations for three cases are included: with no 
surface renewal, with four renewals (assumed to take place 
instantaneously), at nominally 10 cm intervals starting from 
the jet exit and with 20 renewals assumed to occur at 4 cm 
intervals over the entire jet length. 

The discontinuities in the curves of temperature variation 
with renewals represent the locations where mixing takes 
place. The increased rate of evaporation following each 
renewal is evident. A larger number of renewals yields higher 
evaporation rates. For example, to achieve an effectiveness of 
0.6 (i.e., normalized bulk liquid temperature of 0.4), the 
required normalized vertical distances z/2s for the three cases 
mentioned earlier are nearly 25, 12, and 7, respectively. Since 
the vertical jet fall is directly related to the liquid pumping 
power, effective surface renewals will result in significant 
reductions in the parasitic power. 

In practice, effective surface renewal can be accomplished 
in many ways, including the use of catch buckets, packings, 
and screens. Screens, while being the least expensive and 
requiring minimum volume, are likely to yield higher en-
trainment levels. However, due to the jet break-up into 
droplets, screens probably yield higher interfacial area per 
unit volume than other choices. Screens were thus chosen for 
use in the experiments reported later. 

While the analyses indicate that screens may be placed as 
close as one millimeter apart, in practice the requirements for 
minimizing vapor side pressure losses would limit the screen 
separation. 

Experimental Apparatus 

The heat and mass transfer laboratory of the Solar Energy 
Research Institute (SERI) is designed to study and improve 
methods of transferring heat and mass under the small driving 
forces that often exist when the sun is the energy source for 
the process. The near-term objective of the laboratory 
research is to investigate the heat and mass transfer 
phenomena relevant to various open-cycle ocean thermal 
energy conversion (OTEC) systems. 

The experimental apparatus, shown in Fig. 7, consists of a 
test cell that houses the evaporator and the condenser and 
warm and cold water loops that supply heat to and from the 
water jets. The warm water loop consists of a pump with a 
bypass, a heat exchanger with a bypass, a static mixer, a 
turbine flowmeter, and the falling jet in the evaporator. A 
valve upstream of the heat exchanger regulates the warm 
water flow rate from 7 to 40 kg/s. The heat exchanger is 
supplied with hot water from a boiler with a variable heating 
capacity of 50 to 300 kW. The cold water loop is similar to the 
warm loop, except that the water is piped directly to a chiller. 
Falling jets of cold water condense the vapor generated during 
evaporation. Since both loops are closed, an interconnecting 
line between the loops replenishes the amount of water lost 
during evaporation from cold to warm loop. 

The test cell is a horizontal, 1.5-m-dia, 1.8-m-long cylinder. 
Reservoirs underneath the evaporator and the condenser 
sections allow separate collection of warm and cold water. 
Glass ports on the top and side provide for lighting, viewing, 
and photography. The cell is evacuated by a two-stage water 
ring vacuum pump with an air ejector. A threshold pressure 
of 700 Pa can be attained in the cell. At the operating con­
ditions, the air leakage into the cell is nominally less than 1 
mg/s. Additional details of the apparatus may be found in 
Green etal. [14]. 

Results from tests of two different evaporator geometries -
falling turbulent planar shattered jets and a vertical spout 
evaporator (resembling a fountain) - are reported in this 
paper. Figure 8 shows an artist's rendering of the evaporator 
section of the test cell with a falling turbulent planar jet. The 
test cell (A) and its end cap (B) enclose the water jet (F). Water 
from a 13-cm-dia pipe (E) enters a 0 .4x0.4x0.5 m rec­
tangular upper plenum (G). The floor of the plenum is made 
of two sections that can be separated to yield varied jet exit 
thicknesses. Plexiglass windows on the front and back of the 
plenum allow viewing of the water pool within the plenum. 
The water level in the plenum is monitored using a meter scale 
mounted on the front of the plenum. 

The falling jet (F) is collected in a bottom pool (C) and 
drained through a collection tank (D). Typical locations of 
temperature sensors (T) are also shown in this figure. 
Evaporated steam escapes towards the condenser section of 
the test cell. \ 

A vertical spout where natural mixing due to gravity occurs 
at the liquid exit was also tested as a viable configuration for 
evaporation. An artist's sketch of the'spout, evaporator is 
shown in Fig. 9. Warm water is introduced into the 
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Fig. 8 Artist's sketch of the turbulent planar water jet, showing (A) 
vacuum tank, (B) tank end cap, (C) bottom liquid pool, (D) drain, (E) 
water supply line, (F) falling Jet, and (G) upper plenum. T indicates 
temperature sensors. 
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Fig. 10 Measured variation of effectiveness e with water inlet velocity 
u 0 for planar turbulent water jets of three thicknesses 

Fig. 9 Artist's sketch of the spout evaporator, showing (A) vacuum 
tank, (B) tank end cap, (C) bottom liquid pool, (D) drain, and (E), vertical 
water inlet pipe 

evaporator through a vertical 12.7-cm i.d. polyvinyl chloride 
(PVC) pipe (E). For the tests, the pipe extended nominally 0.5 
m above the lower collection water pool (C). The cooled water 
is drained through the lower collection tank (D). 

Instrumentation and Accuracies. The warm and cold 
water flow rates are measured using two turbine flowmeters, 
each connected to a flow rate indicator and a frequency 
counter. The pressure loss in each liquid stream across the test 
cell is measured using a variable reluctance pressure trans­
ducer. Temperatures in the liquid streams are measured with 
platinum resistance temperature detectors (RTD). The RTD 
for measuring the inlet water temperature in the evaporator 
was submerged in the pool within the upper plenum for the 
turbulent jets and was placed in the inlet manifold for the 
spout. Outlet water temperature was measured nearly 3 m 
downstream in the drain pipe to ensure uniformity in the bulk 
temperature distribution. 

To obtain the variation of bulk liquid temperature in the 
jet, an RTD was mounted on a vertical traverse located 
directly below the jet exit. The probe can be positioned at any 
vertical location by a remotely controlled stepping motor 
drive. Since the liquid is distributed discontinuously in a spray 
of droplets and the temperature distribution within the 
droplets is highly nonuniforrm, accurate measurement of 
bulk liquid temperature within the falling jet is difficult. To 
suppress intermittent fluctuations in the reading and to ensure 
measurement of an average bulk liquid temperature, a coarse 
plastic wire mesh pad of nominally 1 cm thickness was 
wrapped around the 0.6 cm diameter sensing RTD. 

Wet-bulb vapor temperatures were measured by three 
RTDs above the evaporator and condenser sections of the test 

cell. For these measurements, the vapor RTDs are blanketed 
with cotton wicks wetted from a water reservoir. 

A meter stick mounted within the cell permits visual 
checking of the jet length. Another meter stick mounted on 
the upper plenum was used for monitoring the liquid level in 
the plenum. 

RTD resistances and pressure transducer voltages are 
scanned through a data acquisition and control unit and are 
digitized with a digital voltmeter. All data are collected at a 
sampling rate of 2 to 3 per s through a desktop computer and 
stored on magnetic tape. At each test condition, 10 samples 
were collected and averaged to yield a data point. 

Uncertainties in liquid and vapor temperatures arise from 
calibration errors in the RTD probe, self-heating of the probe, 
stem conduction through the support elements, background 
radiation, and random errors in reading. The 1 a uncertainties 
in the inlet and outlet liquid temperatures are estimated to be 
±0.015°C. Uncertainties in liquid jet temperature measured 
with the traversing probe are generally higher and are difficult 
to estimate. Random fluctuations in the experimental 
measurements indicate an uncertainty level of ±0.2°C. 
Uncertainty in the vapor temperature measurements are 
estimated to be ±0.02°C, 

Uncertainties in flow rate measurements arising from 
calibration errors in the flow meter and from random errors 
in reading are estimated to be ±0.14 kg/s. Uncertainties in 
the jet length are estimated to be ±5 cm. With steady-state, 
heat balance in the test cell can be accurate to ± 2 percent. 

Based on random error propagation analysis for a nominal 
experimental condition (200 kW heat flux; 10 kg/s warm 
water flow rate: 0.8 m jet length; 25°C inlet temperature), 
uncertainties in the reported flash effectiveness e (see equation 
(12)) and the liquid inlet velocity u0 are estimated to be 
±0.005, and ±0.012 m/s, respectively. Systematic error in e 
arises from the following conditions in decreasing order of 
importance: temperature drifts, heat transferred to and from 
the surroundings, and liquid entrainment in the vapor. This 
error is estimated to be ±0.002. 

Discussion of Experimental Results 

Planar Jets. Experimental results for evaporation from 
water jets of three different initial thicknesses-6.35, 19.05, 
and 25.4 mm - are shown in Fig. 10 as a plot of effectiveness e 
as a function of the liquid inlet velocity u0. Uncertainties in t 
and ua are approximately within the size of the symbols. 
Faired lines through the data points art) also included. It 
should be noted that e is an indicator of trie total evaporation 
from both the jet and pool below. For the dat̂ ajn this figure, 
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Tj was approximately 28°C, and the heat transferred was 
nearly 230 kW. Since the heat transferred was held constant, 
the ratio of the vapor to liquid flow rates and the liquid 
superheat decreases with increasing thickness at any given u0 
and with increasing u0 at any given jet thickness. For all jets, e 
is observed to decrease initially with increasing u0, attain a 
minimum, and then increase gradually at higher velocities. 
Note that the variation of e with uQ is almost independent of 
the jet thickness and, thus, the initial superheat. However, the 
minimum of e with u0 can be explained based on visual ob­
servations of the water level in the upper plenum and the 
general structure of the jet and is discussed in the following 
paragraphs. 

For all jet thicknesses tested, at low values of u0 near 1.5 
m/s, the water level in the upper plenum was nearly 11 cm (see 
sketches shown with the data in Fig. 10). Water from the inlet 
pipe poured on the pool within the upper plenum causing 
violent mixing in the plenum and resulting in the jet exiting in 
a spray of droplets right from the plenum. Measured variation 
of downstream temperature for a 25.4 mm jet, corresponding 
to this condition at u0 = 1.41 m/s, is shown in Fig. 11 as case 
1. This figure includes a representative uncertainty level in the 
jet temperature measurement. For this case, a high rate of 
heat transfer is seen from the jet exit to a nondimensional 
downstream distance of about 10. At higher downstream 
distances, based on the slope of the temperature variation 
with distance, a decrease in the evaporation rate by a factor of 
more than 18 can be seen. 

The water level in the upper plenum increases with in­
creasing u0 (see Fig. 10). Mixing caused by the incoming water 
is suppressed by the larger pool water in the upper plenum. 
The jet exits more and more as a sheet rather than a spray and 
the effectiveness decreases. At u0 of nearly 2.2 m/s, the upper 
plenum is filled completely. The jet exits as a sheet extending 
approximately 10 cm below the plenum, before breaking into 
droplets. At this point a minimum in e versus u0 is observed 
for all jet thicknesses tested. A corresponding jet temperature 
profile for a 25.4 mm jet at u0 =2.1 m/s, shown as case 2 in 
Fig. 11, exhibits nearly 3 times as low an evaporation rate as 
does case 1. The associated decrease in the evaporation rate 
with increasing distance for this case is minimal, up to a z/1s 
of20. 

Increasing u0 beyond 2.2 m/s up to 5 m/s (Fig. 10) results 
in an increase in e from nearly 0.65 to 0.75. The jet tem­
perature profile corresponding to a point in this range of u0 is 
shown in Fig. 11 as case 3 for a 25.4 mm jet at u0 =3.25 m/s. 
Here the initial evaporation rate is similar to case 2, indicating 
that the jet exits from the plenum as a solid, coherent un­
broken sheet, which is confirmed by visual observations. 
However, for this case, at z/2s>10, the evaporation rate 
increases to a rate nearly equal to that for early evaporation 
for case 1, indicating a dropwise evaporation. Visual ob­
servations of the jet at these distances confirm shattering of 
the sheet into droplets. The evaporation rate decreases with 
increasing distance, with the rate at z/2s of 30 nearly three 
times smaller than a maximum observed at a z/2s of nearly 
13. The smaller changes in the evaporation rate observed for 
this case probably result from decreased residence times for 
the droplets due to increased jet velocity. 

A comparison of a measured variation of the bulk liquid 
temperature with a corresponding analytical predictions is 
shown in Fig. 12. The experimental data are for the 25.4 mm 
jet at u0 = l.4l m/s. A faired broken line through the ex­
perimental data is included. For the analytical prediction, a 
droplet diameter of 3 mm was assumed; the value for kT = 1.6 
was chosen to match the analytical and measured bulk liquid 
temperature at z/2s = 32. The slope of the bulk temperature 
variation is an indicator of the local evaporation rate. The 
evaporation rate for the analytical prediction decreases 
monotonically with downstream distance. For the ex-

k_ 

CO 
i— 
0 
Q. 

E 2 > h- h-
- * I 

co h-

<D 
N 

15 
E 
o z 

h-

0 10 20 30 

Normalized Distance, z/2s 
Fig. 11 Measured variation of normalized liquid jet temperature with 
downstream distance for a 25.4-mm-jet at three water inlet velocities: 1, 
u 0 =1.41; 2, u0 =2 .1 ; and 3, u 0 =3.25 m/s 

N 0.2 -

0 

Uo = 1.4 m/s 
2s = 25.4 mm 
kT = 1.6 
d = 3 mm 

I L 

Fig. 12 

0 10 20 30 

Normalized Distance, z/2s 
Comparison of the analytical and measured variations of bulk 

liquid temperature 

perimental data, the initial evaporation rate for z/2s of up to 
2.5 is lower than that for the analytical prediction, the dif­
ference resulting from the assumed dropwise evaporation for 
the analytical model as opposed to a probable combination of 
sheet and spray geometry for the jet. 

For 2.5<z/2s<4, the evaporation rate for the analytical 
model and the experimental data are comparable. For 
4<z/2s< 14, the evaporation rate from the jet is larger than 
predicted. The discrepancy here arises from shattering of the 
jet, associated increase in turbulent mixing, and exposure of 
additional fresh surfaces. 

Once again for 14 <z/2s< 17, the evaporation rates for the 
analyses and the experimental data agree fairly well. For 
z/2s> 17, the measured data indicate a lower evaporation rate 
than predicted, probably due to a smaller effective exposed 
interfacial area and a laminar conduction within the droplets. 
For the analysis, both the interfacial exposed area and the 
effective turbulence multiplier do not vary throughout the jet. 

While evaporation from simple geometries such as films, 
coherent sheets, and droplets can be modeled with a certain 
degree of empiricism in estimating an effective thermal 
conductivity and its decay, the comparison of the jet tem­
perature profiles discussed earlier illustrates the complex 
nature of shattering jets and the associated\difficulties in 
modeling the evaporation process. } 

% '• 

Effect of Screens. For flash evaporation, screens-sact as 
efficient mixers that expose a considerable number of fresh 
surfaces. Effects of placing single and ..multiple screens 

Journal of Heat Transfer MAY 1984, Vol. 106/413 

Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



to 

1.0 

0.8 

w 
to 
O 0.6 
C 
CD 

> 
+-> o 4 
O 
CD 

**— 
LU 0.2 0 

— — ^ — — 

(c) 

s» 

(d) 

(b) 

<a> 

1 1 1 1 

Water Inlet Velocity, u0 (m/s) 
Fig. 13 Effects of single and multiple screens-variation of ef­
fectiveness e with jet inlet velocity u 0 for a 25.4-mm jet for (a) no screen, 
(b) single screen, 40 cm below, (c) single screen at inlet, and (d) one 
screen at inlet and four others 10 cm apart 

CD 
i_ 
=3 

+-» 
CO 

CD 
Q . 

E 
0 
h-
— 
Z5 

T3 
CD 
N 

E 

h" 

r -

1.0 

0.8 

j — 0.6 

0.4 -

0.2 -

0 

<> \ 
1 \ 

\ > 

-

-

1 

\ 
\ 

V 

I 

, , , ,. 
Model 

o Data = ^ U ~ till:' 

-

~ -

Uo = 1.3 m/s 
2s = 25.4 mm 
k, = 5 

v d = 3 mm 

O 0 10 20 30 

Normalized Distance, z/2s 
Fig. 14 Comparison of the analytical and measured variations of bulk 
liquid temperature with downstream distance with one screen at inlet 
and four others 10 cm apart 

beneath a 2.54-cm jet are shown in Fig. 13. For comparison, 
evaporator data for the case without screens shown as curve 
(a) are also repeated (from Fig. 10) in this figure. 

A single screen (6x25 mm diamond grid, 1 mm thick) 
placed nominally at midlength (40 cm downstream from the 
jet exit) yields an effectiveness as high as 0.92, as shown by 
curve (b). At u0 = 2 m/s, an increase in e of up to 35 percent 
can be seen. With increasing u0, e now decreases more 
gradually almost to an extent of being insensitive to u0 and 
the upper plenum water pool level. 

Data for curve (c) corresponds to a condition where a screen 
was placed right at the bottom of the upper plenum. Since this 
screen (2 mm thick, with 4.8-mm-dia holes at 6.4 mm centers) 
had a blockage of nearly 50 percent, the width of the opening 
at the plenum floor was correspondingly increased to yield, at 
any water flow rate, jet exit velocities nearly the same as the 
2.54-mm-wide jet. Note that e for case (c) falls in between the 
data for cases (a) and (b). Thus, a screen placed at the liquid 
exit is not as effective as a screen placed in the liquid free-fall 
region due to the increased splashing above and below the 
screen for the latter case, e decreases slightly with increasing 
u0 for case (c). A small but finite local minima corresponding 
to a full upper plenum can be seen in curve (c). Also note that 

Fig. 15 Cross-sectional view of the vertical spout evaporator 

curves (a) and (c) merge at low velocities, because at these low 
velocities a spray of droplets emerges from the plenum right 
from the beginning for case (a); similar jet breakup was 
observed again for case (c). 

Curve (d) shows data for the case where a stack of four 
screens (6 mm x 25 mm diamond grid, 1 mm thick) was 
placed in the jet. These screens were located approximately 10 
cm apart vertically, starting from the jet exit. At all jet 
velocities, a dense spray of water droplets developed. Within 
the uncertainty of the data, an effectiveness of unity is ob­
served for u0 in the range 1.5 to 2.5 m/s. At higher velocities 
(w0 >3 m/s), a slight decrease in e due to decreased residence 
times may be seen. 

Figure 14 shows a measured jet temperature profile for case 
(d) at w0 = 1.34 m/s. Cutouts in the screens were made to 
allow free passage for the remote traversing temperature 
probe. The initial evaporation rate is nearly the same as in 
case 1 in Fig. 11. However, the initial evaporation rate with 
the screens is maintained for lengths up to nearly z/2s =15. 
An effectiveness of 0.9 is achieved within a nondimensional 
length of 17. From the figure, we can infer that the 
evaporation from the bottom pool is now limited to less than 
2-3 percent as evident from the jet temperature datum at z/2s 
of 30. 

For comparison, analytical prediction of the bulk liquid 
temperature variation with distance for a 25.4 mm jet with 
four renewals (occurring in the locations of the screens) is also 
shown in this figure as a solid line. Values for kr and d here 
are 5 and 3 mm, respectively, chosen to match the ex­
perimental temperature profile for z/2s in the range 20 to 30. 
The initial evaporation rate of 0 < z/2s < 4 for the prediction is 
high (by nearly a factor of 4) compared to the measurements. 
This difference, of course, results from the assumed dropwise 
evaporation for the analysis, as opposed to a probable sheet 
geometry for the jet with lesser exposed interfacial area. For 
4<z/2s<15, the analysis predicts lower evaporation rates 
than those for the measurements. Where z/2s is greater than 
20, the evaporation rates for the two cases are comparable. 

Vertical Spout Evaporator. Since mixing of the liquid jet 
by screens in the vapor region to generate fresh surfaces 
proved effective in enhancing evaporation, evaporation from 
a vertical spout, shown in Fig. 15, was considered an at­
tractive alternate means for liquid injection. Due to liquid 
fallback on the incoming liquid, a naturally well-mixed region 
persists at the liquid entry. Further, a liquid spray forms and 
distributes itself uniformly over an akisymmetric region 
around the inlet pipe. With this arrangement, a natural 
separation with the vapor above and the liquid below occurs 
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Fig. 16 Photographs of the spout evaporator. (a) without heat transfer;
(b) with 100 kW of heat flux; (e) with 250 kW of heat flux

with no obstructions in the vapor path due to liquid
distribution pipes as in the previous configuration.

Since the liquid exits vertically upwards, the spout con­
figuration must be selected suitably for each specific ap­
plication. Choices of liquid velocity uo ' vapor exit velocity
Vu' and the spout height H readily allow proper selec~ion of
pipe diameter D, and the horizontal coverage C (sec FIg. 15).
For minimal liquid side pressure losses, the spout height must
be kept as low as possible. For evaporation with screens, the
required height is less than 30 cm, however, and other con­
siderations (such as sea states and plant motion for a floating
OTEC plant) may limit a practical minimum height.

For the present experiments, the physical size of the test cell
and its plumbing layout limited the maximum diameter of the
spout to 12.7 cm. A second constraint on the facility is the
maximum heat transfer rate of 300 kW. Correspondingly, a
water inlet velocity Uo of 1.5 mis, and a spout height of 0.5 m
were chosen as representative values for a spout in OTEC
applications. At the design water flow rate, a temperature
drop of 3.8°C, again typical of OTEC application, could be
achieved with the present choices of the spout parameters.

A series of three photographs of the spout evaporator with
and without flashing is shown in Fig. 16. Case (a) without
evaporation shows that the water jet exits smoothly and
distributes itself as an axisymmetric sheet. Upon increasing
evaporation (i.e., lowering the condenser inlet water tem­
perature), bubbles begin to emerge from the spout and grow
on the falling liquid sheet. Bubbles on the order of 10 cm
diameter can be seen at heat fluxes of 100 kW [case (b)). As
the evaporation rate is further increased, the jet exit becomes
more violent, with the vapor escaping from bursting bubbles.
Explosive growth of the vapor shatters the jet into, fragments
and droplets. Most of the liquid escaping upward falls back
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on the incoming liquid. The coherent liquid sheet is totally
destroyed, becoming a spray of droplets [case (c)). I

Plots of the effectiveness E versus the liquid inlet velocity Uo
for the spout evaporator with and without screens are shown
in Fig. 17. For these data, the heat flux from the jet was held
constant at nearly 210 kW. For a spout with no screens, the
effectiveness ranges from 0.85 to 0.92. E is seen to decrease
slightly with increasing U o up to I.7 mls and then increase
once again. The initial decrease is a result of decreasing
superheat of the inlet water with increasing flow rate. The
latter increases result from increased vertical throw or
stagnation heights of the jet due to larger Uo and the resulting
extended horizontal coverage of the shattering jet.

For other data shown in this figure, a cylindrical enclosure,
36 cm in diameter and 30.5 cm long, with a screen (2 mm
thick, with 4.8-dia holes at 6.4-mm centers) at the bottom,
was placed around the spout, with the screen 10 cm below the
liquid exit level. The purpose of the enclosure was to restrict
the horizontal spread of the liquid and to allow further mixing
below. The shattering jet collects, remixes, and then exits as
droplets through the screen. For this case, the effectiveness is
seen to range from 0.9 to 0.95. For U o greater than 2 mis, a
considerable amount of liquid spilled over the enclosure and
showed a marked decrease in performance.

An additional and similar screen, 40 cm in dia, placed
nominally 10 cm below the bottom screen of the enclosure,
yielded slightly increased E up to 0.97 in the range 0.7 < Uo <2
m/s. For Uo over 2 mis, due to spilled liquid, the data for the
case with and without this second screen do not show any
significant difference.

The spout geometry yields effectiveness in the range of 0.9
to 0.97, with a liquid side pressure loss of nearly 0.7 m (the
spout height plus the exit kinetic energy losses). The
corresponding pressure loss for the planar jets in the reported
experiments ranges from 0.8 to 1.0 m.

Although effectiveness is an indicator of the evaporator
preformance, for an effective design, many system con­
siderations must be carefully weighed in each application. For
example, in design of an open-cycle OTEC plant, con­
siderations that will impact the design include pressure losses
on the liquid and vapor paths, simplicity of liquid inlet and
exhaust manifolds, evaporator volume, entrainment of
droplets, mist elimination necds and losses, immunity to sea
states and plant motion for a floating platform, gas desorp­
tion, and fabrication costs.

Conclusions

The results of our investigation of flash I;,vaporatiol1 from
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turbulent jets can be summarized as follows: 
9 A semianalytical model for evaporation shows that 

surface evaporation is the dominant mechanism of heat 
transfer, confined to short times and distances, compared to 
the conventional gross jet parameters such as jet residence 
time and thickness. For shattered jets, residence time and jet 
thickness are not the relevant correlating parameters. 

• The analytical model has been extended for analyzing 
shattered turbulent jets through use of "gross" parameters 
representing the effective turbulent thermal diffusivity and 
the increased interfacial area due to the spray of droplets. Due 
to lack of other reliable accurate means of representing these 
effects, the current modeling approach offers a most practical 
means for modeling. 

8 Surface renewals that result in destroying growing 
thermal boundary layers on the liquid side by mixing the bulk 
liquid and reexposing fresh surfaces at the bulk liquid tem­
perature have been shown both analytically and ex­
perimentally to be effective for enhancing evaporation. 

9 The present analytical model can be readily extended for 
analyzing other evaporator geometries such as open channels 
and falling films with suitable parameters to represent the 
effective turbulent mixing and exposed interfacial areas. 

• In the experimental investigation of evaporation from 
falling jets of initial thicknesses of 6 to 25 mm, all jets were 
observed to shatter into a spray of droplets with their ef­
fectiveness nearly independent of the initial thickness. For 
shattered jets, analytical results yield a similar independence 
of evaporation effectiveness on the initial jet thickness. 

9 Measured temperature variations with the jet distance of 
fall illustrate the complex nature of the heat transport, shown 
to be dependent upon both the initial level of jet turbulence 
and the subsequent shattering. 

9 Screens placed directly below the jet result in further 
break-up of the jet into droplets and exposing fresh surfaces 
for enhanced evaporation. Four screens placed one below the 
other under a 25-mm jet yielded an evaporator effectiveness 
of nearly unity. 

8 For shattered jets, the independence of evaporator ef­
fectiveness on the jet thickness leads to a liquid inlet 
geometry, namely the vertical spout, with a simple means for 
liquid distribution and minimal liquid side pressure losses. 

Experiments with the spout evaporator indicate that an ef­
fectiveness of over 0.95 can be achieved with this con­
figuration in realistic applications. 
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A Mathematical Model of 
Condensation Heat and Mass 
Transfer to a Moving Droplet in its 
Own Vapor 
A mathematical model appropriate for predicting condensation heat and mass 
transfer rates along the surface of a droplet moving in pure vapor is developed. A 
Karman-Pohlhansen type of integral approach was adopted for the solution of 
vapor-phase boundary layer equations. The diffusion-dominated internal core was 
solved using a finite difference numerical scheme. The rate-controlling mechanism 
of pure vapor condensing on a droplet was found in the thermal core region of the 
liquid phase where the streamlines correspond to the isotherms and diffusion is the 
primary transport mechanism. The total rate of heat transfer is found to be in­
versely proportional to the droplet radius. The condensation velocity at the vapor-
liquid interface reduces the boundary layer thickness and moves the separation 
point toward the rear stagnation point. The internal motion also helps increase the 
transport rates by reducing both the boundary layer thickness and thermal 
resistance in the liquid phase. The results predicted by this model compare 
favorably with available experimental values. 

Introduction 
An understanding of the condensation heat and mass 

transfer mechanisms associated with a droplet translating in a 
vapor is necessary in a variety of industrial processes and 
applications and also in atmospheric science. Several authors 
[1-8] have investigated a variety of situations involving the 
heat and mass transfer of spherical droplets at various values 
of the Reynolds and the Peclet numbers. Ford and Lekic [9] 
experimentally studied the condensation of pure steam on a 
cold droplet through a photographic measurement of the 
droplet size. A correlation based only on conduction inside 
the droplet predicts their experimental results reasonably well 
in the early part of the process. This is as expected because the 
droplets were generated in such a way that the internal cir­
culation was absent. Chung and Ayyaswamy [10-12] in­
vestigated analytically the condensation heat and mass 
transfer to a moving droplet with internal circulation. The 
effects of noncondensibles, internal circulation, and other 
system parameters on condensation rates were reported 
through a stagnation point approach which reduced the 
complication of the solution procedures. 

In this paper, we extended the previous stagnation point 
analyses to cover the entire development of momentum and 
thermal boundary layers along the droplet surface through a 
Karman-Pohlhausen type of integral approach [13]. The 
Karman-Pohlhausen integral method has become a standard 
technique for both fluid mechanics and heat transfer in 
boundary layer problems. This technique was also used in [7] 
for the analysis of an evaporating hydrocarbon droplet. In 
[7], the investigation was mainly concerned with the overall 
evaporation rates and size changes. Also the momentum, 
thermal, and concentration boundary layers were assumed all 
equal and all species were assumed to have equal specific heats 
and to behave like ideal gases. In this paper, all the foregoing 
assumptions used in [7] have been relaxed and in general the 
heat sink capacity, i.e., the heat transfer inside the droplet, 
dominates the condensation rates, while the rates of supply of 
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latent heat from the gas stream dominate the evaporation 
rates. This study, including the entire droplet surface, 
presents specifically the local condensation heat and mass 
transfer rates, the separation point, and the effects of con­
densation interfacial velocity on the developments of both 
momentum and thermal boundary layers and on the 
separation point. This boundary-layer-type analysis is con­
sidered to be valid only for large droplet Reynolds number 
(Re = U^R/v^), i.e., of 0(100), where laminar boundary 
layers are believed to form near the droplet surface [13]. In 
many practical industrial systems where the droplet is in­
troduced through a spray nozzle and rain drops of medium to 
large sizes in atmospheric study, the internal motion is fully 
developed and the droplet Reynolds numbers are usually 
greater than 100. 

The theoretical prediction of the condensation rates, in­
cluding the liquid-phase convective motion, involves the 
solution of the coupled equations of motion and energy in 
both the vapor and the liquid phases. The coupling between 
the conservation equations occurs at the vapor-liquid in­
terface. 

Analysis 
Consider a spherical water droplet of uniform temperature 

T0, with steady internal motion, that is moving at U„ relative 
to the ambient pure steam at T„ and under atmospheric 
pressure. A schematic representation of the physical model 
and coordinate system are shown in Fig. 1. For most liquid 
droplets translating in a gas environment, the internal motion 
is one order of magnitude for droplets with uncontaminated 
surface [7] to two orders of magnitude slower than the droplet 
velocity for droplets contaminated with surfactants [14]. 
Taking account of the differences in thermal properties 
between common vapor and liquid phases 'and the velocity 
variations, the Peclet numbers fon both 'the vapor and the 
liquid phases are assumed of 0(100) in this analysis ,s A Peclet 
number of 0(100) for the liquid" phas,e represents the 
aforementioned range of internal motion.,, 
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Fig. 1 Schematic and coordinate system 

Vapor-Phase Analysis. 
(a) In view of the high Reynolds number and the high 

Peclet number assumption, the flow field and the heat 
transfer will be taken to correspond to laminar boundary 
layers. 

(b) Since the flow velocity range considered is moderate, 
viscous dissipation and expansion work will be neglected. 

(c) The vapor momentum and heat transfer processes are 
assumed quasi-steady due to a short boundary layer residence 
time compared to the droplet lifetime [7]. 

(d) For the range of Reynolds numbers, there is a recir­
culating wake near the rear stagnation point. Boundary layer 
assumptions are no longer valid, but the shear stress and the 
heat flux in the wake region are negligible for the Reynolds 
number of interest [13]. Hence this region will be ignored in 
estimating the overall condensation rates. 

(e) The ambient gas is composed of only pure steam and 
there are no noncondensibles and surfactants. 

The conservation equations with axisymmetry in or­
thogonal boundary layer coordinates (see Fig. 1) for com­
pressible flow over a sphere is given as follows 

— (purx) H (pvrx) = 0 conservation of mass 
dx dy 

(1) 

du du 
pu-—- +pv~— 

dx dy 

d ( du \ due 

Ty\^)+P*U^ 
— g (p — P » ) sin(x/R) conservation of momentum (2) 

pu 
dT 

Tx ' -pv 
dT 1 

dy Cp dy dv \ 

dT\ 

~dy) 

conservation of energy (3) 

where 

rx=R sin (x/R) 

The last term on the right-hand side of equation (2) 
represents the buoyancy contribution, which is small in this 
analysis but is included for completeness. The corresponding 
boundary conditions are 

u = u„(x), T=TX asv-*oo 
(4) 

u = Uj(x), T=Tj at_y = 0 

where ue = Q/2)U„sm(x/R), T„ is the temperature of the 
superheated steam, and T, is assumed as the saturation 

N o m e n c l a t u r e 

b„ 

CP 

FT 

g 

giW 

K 
m 
P 

Peoo 

Pe, 

Pr = 
Q = 

Reoo = 

q 
R 

T 
t 

Ua 

coefficients defined in 
equation (16) 
coefficients defined in 
equation (17) 
specific heat at constant 
pressure 
Froude number = (gR/u^2) 
acceleration due to gravity 
dimensionless function as 
defined in [8] 
dimensionless function as 
defined in [8] 
thermal conductivity 
mass flux 
pressure 
vapor phase Peclet number 
= ( M / « J 
liquid phase Peclet number 
= {UlmR/a,) 
Prandtl number = (u/u) 
rate of heat flow 
Reynolds number 
= (Ua,R/vm) 
heat flux 
droplet radius 
r-direction in spherical 
coordinate 
normal distance of the 
interface from the axis of 
symmetry 
temperature 
time 
free stream velocity 
velocity component in x-
direction 

y = 

velocity component in y-
direction 
vapor-phase tangential 
boundary layer coordinate 
vapor-phase boundary layer 
coordinate normal to in­
terface 

eek Symbols 
a 

0 

«i 
52 

5;, 
5,,,' 

8j-' 

V 

Vm 

VT 

Vs 

e 
0, 

= thermal diffusivity 
= (K/pcp) 

= coefficient of thermal ex­
pansion 

= displacement thickness 
= momentum thickness 
= energy thickness 
= dimensionless momentum 

boundary layer thickness as 
defined in equation (12) 

= dimensionless thermal 
boundary layer thickness as 
defined in equation (12) 

= similarity variable as 
defined in equation (31) 

= dimensionless y 
in momentum equation as 
defined in equation (12) 

= dimensionless y in energy 
equation as defined in 
equation (12) 

= value of rj at edge of liquid-
phase thermal boundary 
layer 

= dimensionless temperature 
= dimensionless temperature 

' at 17 

6 = average temperature on a 
closed stream surface in 
Hill's vortex 

6 = angle in spherical coordinate 
X = latent heat of vaporization 
ix = dynamic viscosity 
v = kinematic viscosity 
p = density 
T = dimensionless time 
4> = dimensionless stream 

function defined in [8] 
4>0 = value <t> at the outer 

boundary of thermal core 
0„ = ratio (p/p„) 
^M = ratio (fi/n„) 

4>cp = ratio <,cp/cpa,) 
4>K = ratio (K/K^) 

Subscripts 
CD = condensation 
CV = convection 

e = outer edge of vapor-phase 
boundary layer 

en = normalized value at the 
outer edge of vapor 
boundary layer 

/ = vapor-liquid interface 
in = normalized value at the 

vapor-liquid interface 
/ = liquid phase 

n = normalized value 
5 = at the outer boundary of 

liquid '^thermal 1 boundary 
layer j 

00 = in the bulk phase, far away 
from droplet surface 
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temperature corresponding to the system pressure. U, is the 
surface velocity of the droplet, and it can be written as the 
following if only dominant terms are kept for the liquid 
boundary layer [4] 

Ui(x) = (3/2)Uimsm(x/R) (5) 

This maximum surface velocity, (3/2)t/,m, located at the 
droplet equator can be calculated based on the assumption 
stated before that 

Pe, = 100, (pe ,= - ^ ) (6) 

This results in a surface velocity which is one to two orders of 
magnitude smaller than the free-stream velocity £/„ based on 
common Prandtl numbers of both phases. 

The compatibility condition at the interface which couples 
the vapor phase and the liquid phase, y = 0, is the continuity 
of heat flux 

K, 
dT 

~by 
= m\+K~ 

.dT 

Ty 
(7) 

m = mass condensation flux (8) 
The governing equations are then integrated over the 

boundary layer from y = 0 to y = 5 (where 5 is the thickness 
of the boundary layer which is different for momentum and 
energy boundary layers). Let us define the following 

• 6M 

x, 

v, 

and 

6 

also 

4l = p(,--*LU 
Jo \ peue/ 

Jo Peue \ ue/ 

Jo peue \ Te / 

= x/R,i)M=y/8M,rjT=y/8T,u„=u/Ux, 

= (u / t / . JRe* , 5„,= (5,/J?)Re£, 52„= (5 2 /^)Re^ 

= («3//?)ReJJ, &'*,= (5M/R)Re'£, Sf = (ST/R)Pe'£ 

(9) 

(10) 

(11) 

T/Te (12) 

(13) Pe„ = (U„R/a x ) and Fr = (gR/ Ul) 

where the subscript / represents the value at the interface, and 
e represents the value at the outer edge of the boundary layer. 
The variables 5 , , 52 , and 53 correspond to displacement, 
momentum, and energy thicknesses, respectively. 5M and 8T 

are momentum and energy boundary layer thicknesses, 
respectively. 

Then the dimensionless integrated form of the momentum 
and energy equations become 

dx„ 
+ CO tfe)(3+-^>2, 

- * „ ( - ^ ) ( l — ) = 
^'"K-fe-) 

w„ 

F r ^ S i n ^ f ' 
+ Pr^L l , ^ 1 - ^ ^ 

(14) 

'3« db 
^ ~ + 2 c o t ( x „ ) ( 5 3 „ ) 

Pr*i>. c„vin 1 / dd \ 
Um P bTuen \ dr)r / 

Journal of Heat Transfer 

4>K ( d& \ dlnc„ 1 f' 4>g_ /M_\ 
u„„h'T Jo thc_ \driT/ 4e„oT ov 4>Cp \di\T/ d-qT 

drj7 (15) 

The velocity and temperature profiles are assumed to be 
fourth-order polynomials in r\. 

~-= T,anVl VM 
"en n = 0 

4 

8= £ bnV"T 
« = 0 

(16) 

(17) 

Based on boundary conditions (4), the compatibility condition 
(7) and the following extra conditions 

d2u d2T 

dy2 dy2 

du dT 

= 0 

(18) 

dy dy 
= 0 as_y—< 

and 

du\ 
II +p *.(£) 

due 

~dx 

dx) \y=o ' ""'"'A Qy / \y=o 

= [|;(^)]L+^ 
"'«"(-&) Lo+p""(-^-)Lo 

= r±i.fV_*z:yii 
L C„ dy V dy / J b=o 

(19) 

(20) 

The differential momentum and energy equation are satisfied 
at y = 0. The coefficients are determined and they are given 
below 

0(1 = 
"/ 

2 - 2 a 0 - ( l / 3 ) f l 2 

a2 = ^ ^ ( ^ a g - ^ c o s ^ + ^ O o - ^ s i n x ^ S ^ 2 

- (<f>PiVin - ^/b'J)(6-6aQ)b'M 

- 2 F r ( l - * p l - ) « i i 2 ] / ( 6 ^ 

+ 4>pi&'MVin -
dx„ ) 

(21) 

«3 = — 2 + 2a0 - a2 

a4 = l - a 0 + (l/3)a2 

and 

b0 = T,/Te 

6, = 2 - 2 6 0 - ( l / 3 ) 6 2 

(22) 

/ 3 , • x db° ^ 
«f 

/ 6 / 2 \ / Pe, \ _ _&^_ / < % , \ 
V 2 / \ P e „ / 2d>^ V dx„V 

fo3 = 4-4b0-3bt -2b2 

bA = - 3 + 3 6 0 + 2 6 , +b2 
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The compatibility equation (5) becomes 

-R8r Pe4>pfiTVj„\ 
(23) 

where 

q(x) = heat flux entering the droplet 

dT, I 
= - K ' \ (24) 

dy ly=o 

These coefficients an and b„ are functions of x only after 
using the polynomial profiles, equations (14) and (15) become 
the following 

/ 5,„ \ 2 
V + 8~ ) 8 2 " C O $ x " ~ 3 *"''"'" ( ] _ f l , ( , ) 

dhn + 1 
dx„ sinx,, 

2 <Mi Fr Sf^^sinx,, 

3 K Vvl 

(lSinX') 
/3(l-fl)di)7- = 0 

(25) 

rffi, 

efc„ sinx,, L 
253„cos*„--0p / t ; /„ ( l - & 0 ) 

2 6, 

3 ir + 3 « f ] o ( i ^ ) ( - ^ H = 0 (26) 

Liquid-Phase Analysis. 
(a) Since both the Reynolds number and the Peclet 

number for the liquid phase are of 0(100), three separate 
regions of flow can, in general, be discerned [6]; i.e., a 
boundary-layer-type flow near the surface of the droplet, an 
internal wake that follows the boundary layer, and an internal 
core of Hill's vortex that is surrounded by the boundary layer 
and the internal wake (see Fig. 1) corresponding to the flow 
structure, thermal boundary layer, thermal internal wake, and 
thermal core are present and responsible for heat transfer 
inside the droplet [15]. It was shown in [11] that the thermal 
boundary layer may be assumed quasi-steady if the Peclet 
number is large, but the thermal core heat transfer is a 
transient process because its characteristic time of transport is 
comparable to the droplet lifetime. 

(b) The increase in droplet size is neglected. For the cases 
investigated, the radius of the droplet only increases around 1 
percent. The droplet is also assumed to remain spherical. 

(c) The effect of condensate on the fluid motion is also 
neglected due to negligible mass addition from condensation. 

(d) The liquid properties are assumed constant. A simple 
1/3 rule [16] is adopted for establishing the reference tem­
perature at which the properties are evaluated. 

(e) The low heat transfer rates in the region after flow 
separation is assumed to have negligible effect on the heat 
transfer structure, already mentioned. 

(/') Thermal Boundary Layer. The quasi-steady energy 
equation for the thin thermal boundary can be written as 
follows 

d2T, dT, 3T, 

dy 
(27) 

' dx ' "' dy " ' dy2 

vjhevey — r—R boundary conditions are, 

T, = T, y = 0 

T, = T6(t) y=yb 

where ys is the thickness of the thermal boundary layer, and 
T6(t) is the transient temperature of the thermal core at the 
core-boundary layer interface. 

(28) 

Since the boundary layer is thin, we can approximate the 
velocity field as given below [5] 

3 
• Ui„,s'm9 

v, = 3Uh •(2) 
(29) 

COS0 

The energy equation then becomes 

3 / dT, dT,\ d2T, 

2Pe'(-2"COSelyi+Sine^) = W (30) 

This equation can be transformed into an ordinary dif­
ferential by defining a new independent variable 77. 

V-
(3/2) " P e p s i n 2 

[8/3-4(cos0-(l/3)cos30)]* 
The energy equation now is 

-2V 
de, d2e. 

and 6, — 

y„ =y/R 

T,-T0 

(31) 

dr, dr,2 ~ " "' T,-Tc 

The corresponding boundary conditions are transformed as 

(32) 

1 = 0 

•T„ 

T,-T0 

= M0 v = 
1.22Pe/*j/6„sin20 

(33) 
[8/3-4(cos0-(l/3)cos30] l /2 

The solution to equation (32), subject to boundary condition 
(33) is given as follows 

a ( M O - 1 ) 
erf(rja) 

erf(rj) + 1 (34) 

(;7) Thermal Core. As mentioned previously, the thermal 
core heat-up should be treated as an unsteady process. 
Furthermore, Brignell [15] has shown that the transfer 
mechanism in the core, where Hill's vortex streamlines are all 
isotherms, is essentially a diffusion process. That is, there is 
no temperature gradient in the direction of fluid motion. The 
heat transfer is only taking place perpendicular to those 
streamlines. In this case, orthogonal streamline coordinates 
are more appropriate than spherical coordinates. The 
governing equation for the core in general orthogonal 
coordinate symbols is 

dT, 

~dt 
+ \rVTi = a,V2T, (35) 

where y, is the velocity vector representing Hill's vortex. 
Following [8], the energy equation (35) can be written in 

terms of the streamline orthogonal coordinates as follows 

de, __ g2(<t>) d2e, dg,(d>) 1 de, 

dr ~ g,(0) dp 

u, dg2(<f>) 

d<t> g,(0) 30 
(36) 

where 6, = (T,-T0)/(T,-T0), f, is the average tem­
perature on a streamline. 

r=a,t/R2 

4> is the dimensionless stream function and is equal to 

- ' - « ( * ) ' ( ' - ( * ) > * . \ 
g,(</>) and g2(<i>) are also given in [8].,The corresponding 
initial and boundary conditions to equation (36) are 

<A, = 0, r =0 „ . • (37) 
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30^ _ dg2(<t>) 

dr 

1 3d, 
4> = 0 (the vortex center) (38) 

d<t> giW 

This implies that temperature is a regular function of <j> at 
vortex center. 

•—— = Q \ ( t ) , <t> = <l>o (thermal core and thermal 
d</> boundary layer interface) (39) 

The foregoing condition is written based on the continuity of 
heat flux. That is, the rate of heat transfer through the droplet 
surface is equal to the rate of heat transfer through the outer 
boundary of the thermal core at any moment. 

The rate of heat transfer through the droplet surface can be 
calculated as follows 

AT 
' 2wR(sind)Rdd Q: J IT 

o 
-K, 

dy y = 0 

6.1KiATRPeP(l-8sV)) [ * sin0(l +cos0) 

erffe) r 
Jo 

(2 + COS0)'" 
-dd 

(40) 

But Qi (t) is not equal to Q2(f) because of the difference in 
coordinate systems and their relationship is given as follows. 
It is noted that 

*J±\ =^l(dIi\\ (41) 
dy \y=h R \ d<$> / U=«0 

Therefore, 

64 (SQ.w ' v . \ 2 64 / dd, \ I / v» \ 
(42) 

/dd, 
\d(j> I) = Qi(0 

combining (41) and (42), we obtain 

36, | 0.122Pe; /2(l-

~3~4> 
s ( 0 ) (43) 

*o ( l -^ 8 /«) 2 erf ( r , , ) 

In the condensation of pure steam on a water droplet, the 
condensation heat and mass transfer rates are completely 
dominated by the liquid phase transport mechanism. First, 
the droplet surface temperature is known and stays constant 
during the transient process. Therefore, the liquid phase heat 
transfer is independent of the vapor phase if the characteristic 
time of transport of the vapor phase is much smaller than that 
of the liquid phase. As mentioned previously, the charac­
teristic time of transport for both boundary layers are much 
smaller than that of the thermal core because conduction is 
the primary heat transfer mechanism in the core, while forced 
convection is the dominant mechanism in the boundary 
layers. Hence the conduction heat transfer in the core is the 
rate controlling process for the overall condensation heat 
transfer of pure steam on a droplet. 

As required by the matching condition at the interface 
between the thermal boundary layer and the thermal core, the 
temperature at the interface is unique, i.e., 

and the heat flux is continuous at the interface. If the in­
terface temperature, db(t), is known, the heat flux input to 
the thermal core can be calculated from equation (43). Then 
one can solve the transient energy equation (36) to obtain the 
new interface temperature. The time-dependent heat flux 
transferred to the droplet can also be calculated by equation 
(34) 

- * b J ± 
dy 

-K, K/ATPtfil-dsU)) l+cos6 
= 0 .98^^'w v

f " " " ' ' ' , (44) 
y=o R erf(ijs) (2 + cos0)/2 

This is the flux, q(x), required in equation (23) for vapor-
Phase calculation. 

Solution Procedure 
A computer program was developed to solve the governing 

equation for both phases. Because of the transient process, a 
marching procedure in time is required for the liquid thermal 
core calculation. At the beginning of each time step, the heat-
up in the thermal core is computed first by solving equation 
(36) with boundary conditions (37) and (43). The Crack-
Nicholson scheme was adopted for writing the finite dif­
ference form of equation (36). The functions gx(4>) and g2(4>) 
are defined as constant integral, and they have to be 
numerically integrated. The solutions of the thermal core are 
used to update the temperature at the interface of core and 
thermal boundary layer. With this new interface temperature, 
dd(t), the heat flux entering the droplet from its surface can 
thus be calculated from equation (44). Based on this new heat 
flux q(x), equation (23) is updated, and we may proceed to 
solve the quasi-steady vapor phase equations. Before 
discussing the vapor-phase equations, a discussion is needed 
of how to determine the thermal boundary-layer thickness or 
the location of the interface between the thermal boundary 
layer and the thermal core. According to Brignell [15], the 
dimensionless thermal boundary thickness, yj/R, is of 0 
(Pe/~'/2) for high Peclet number condition inside droplet. In 
this analysis, ys is assumed to be equal to 2.RPe,T 'A, based on 
an analysis that the temperature at this point has reached 
more than 99 percent of the thermal core boundary tem­
perature. 

For vapor-phase solutions, equations (25) and (26) are 
solved in connection with those coefficients of a„ and b„ given 
in equations (21) and (22). In order to satisfy the compatibility 
condition, equation (23), an iterative procedure is required. 
First, an initial guess is provided for v,„, the condensation 
velocity at the interface. The term bx is then calculated, based 
on equation (23). Next, the vapor-phase equations (25) and 
(26), including (21) and (22), are solved. From equation (22), 
a new bx results from the solutions. If this new bx is close 
enough to the bx evaluated from equation (23), convergence is 
reached. Otherwise, the process is repeated until convergence 
is obtained. Since the vapor phase is an initial value problem, 
this iteration procedure is required at each tangential march­
ing step. Also a starting solution at the stagnation point is 
needed to begin the marching technique for equations (25) and 
(26). Procedures similar to those in [10] were followed for 
obtaining the stagnation point solutions, where a set of 
similar ordinary differential equations were solved using 
quasi-linearization methods. With the starting solutions, 
equations (25) and (26) are integrated numerically moving 
forward in the x-direction. The integration is performed until 
the zero-shear-stress point is reached. Beyond this point, the 
boundary layer becomes very thick, invalidating the usual 
boundary layer assumptions, and the heat and mass transfer 
rates are relatively small in the separated region for large 
Reynolds number. The numerical integration was performed, 
using the fourth-order Runge-Kutta method. A sup­
plementary subroutine was developed and was incorporated 
with the main program to optimize the step-size, and also to 
keep track of the single step and accumulated errors to 
maintain a desired accuracy. 

Results and Discussion 
Numerical calculations for condensation heat transfer to a 

translating droplet with steady internal circulation were 
performed for droplet sizes ranging in radius\from 0.25 to 
0.75 mm. The system was under atmospheric ^pressure and 
steam superheated at 150°C. Water droplets were introduced 
into the superheated steam environment with an initial 
temperature of 75°C and a Peclet number of 100. It is un­
derstood that the total heat flux q(x„,r), at local point X„ and 
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time T, entering the liquid side is composed of both the latent 
heat condensation heat flux qCD (X„,T) and the sensible forced 
convection heat flux qcv(x„,T). 

Figure 2 shows the effects of droplet radius on the con­
densation rates, where the total heat flux of condensation and 
convection entering the liquid phase at the forward stagnation 
point, x„=0, and in the beginning of the condensation 
process, T = 0 is plotted for different droplet radii. Clearly this 
total heat flux is inversely proportional to the radius of the 
droplet, and it is indicated by equation (41). In Figs. 3-7, the 
droplet radius is fixed at 0.25 mm. In Fig. 3, the concave 
curve presents the total heat flux entering the liquid side at the 
forward stagnation point as a function of time. The flux is 
nondimensionalized by the beginning total stagnation point 
heat flux. The reduction in heat flux is due to the heat-up of 
the core that decreases the heat transfer potential. The other 
three curves demonstrate the ratio of local latent heat flux, 
QcD(xn>r) to total local heat flux, q(x„,T) as a function of 
time at x„ =0, 1.5, and 1.9. These ratios are decreasing with 
time due to the fact that the total heat flux, q(xn,T) is 
decreasing with time at a slower rate than qCD due to the fact 
that the sensible forced convection heat flux, qcv(x„,T) stays 
almost constant in the transient because of the surface 
temperature being constant. The sensible heat flux will 
decrease only slightly with time due to a weakening of the 
condensation interface velocity, which has an equivalent 
effect of suction at the interface that reduces the thermal 
boundary thickness as shown in Fig. 7. Figure 4 shows the 
variation of condensation heat flux qco(xn>T) along the 
boundary layer. It is nondimensionalized by its own value at 

the stagnation point. This normalized condensation heat flux 
is shown for three different dimensionless times, r = 0, 0.1, 
and 0.17. 

To explain Fig. 4, one has to use the information of Fig. 5 
also. First it is found from equation (44) that 

q(x„,T) l + c o s 0 

< 7 ( 0 , T ) ~ (2 + COS0)1 
-, x (V3/2) (45) 

This relationship is independent of time and is plotted as 
curve 4 in Fig. 4. It is helpful to keep in mind that the total 
heat flux entering the liquid phase is completely determined 
by the liquid-phase transport mechanisms, and the vapor 
phase only responds to the liquid-phase instantaneously due 
to the quasi-steady state assumption. Figure 5 shows the 
variations of the convective heat flux along the boundary 
layer. The normalized convective heat flux does not show a 
strong dependence on time. This is as expected, because the 
surface temperature is constant and is unchanged with time. 
The slight deviations of those curves in Fig. 5 from each other 
at large x„ are explained from curves in Fig. 4 where the local 
normalized condensation heat flux increases with increasing 
time. It is this higher condensation heat flux for larger x„ that 
thins the thermal boundary thickness and therefore induces 
slightly higher convective heat flux as shown by curve 1, 2, 
and 3 in Fig. 5. Now, one can explain curves 1, 2,'^nd 3 in Fig. 
4 by noting that both the total heat flux and the convective 
heat flux decrease with increasing x„, **but they decrease at 
different rates for larger x„, basically dufe to the separation 
phenomenon of the external boundary layer*. The faster 
decrease in convection heat flux than in thertqtal heat flux 
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explains the rises of curves 1 and 2 in Fig. 4 for larger x„, 
because the condensation heat flux makes up the difference 
between the total heat flux and the convective heat flux. For 
small times, the convective heat flux only amounts to less than 
10 percent of the total heat flux; therefore, the normalized 
condensation heat flux following the same trend as the total 
heat flux (curve 3 and 4 in Fig. 4). At T = 0.17, the convective 
heat flux is even larger than the condensation heat flux, the 
faster rate of decrease in convective heat flux than the total 
heat flux makes the condensation heat flux increase when x„ is 
larger than unity. The effects of condensation and surface 
motion on the momentum boundary thickness are demon­
strated in Fig. 6. Curve 3 is the standard case, which includes 
condensation and a surface velocity that is two orders of 
magnitude smaller than the free-stream velocity. Curve 1 is a 
pseudo-physical situation, where every system parameter is 
identical with curve 1, except that the condensation is turned 
off. This comparison between curve 3 and curve 1 shows the 
effect of condensation on the thinning of the boundary 
thickness explicitly. Curves 2 and 4 were plotted to demon­
strate the effects of surface mobility on the boundary layer 
structure. Curve 2 corresponds to no surface motion. For 
curve 4, the surface velocity is only one order of magnitude 
smaller than the free-stream velocity. Hence the droplet in­
ternal motion on surface movement decreases the momentum 
boundary-layer thickness. Figure 7 examines the effects of 
condensation-induced interfacial velocity being equivalent to 
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Fig. 8 The effects of condensation on shear stress 
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Fig. 9 Temperature distributions on equatorial plane 

the situation where suction is applied at the interface. This 
interface velocity will decrease the momentum boundary 
thickness and hence also decrease the thermal boundary 
thickness as shown in Fig. 7. In Fig. 7, curve 1 includes 
condensation while condensation is turned off for curve 2. 
The relocation of the separation point toward the rear 
stagnation point due to condensation interfacial velocity is 
shown in Fig. 8, through the shear stress calculated at the 
interface. Separation occurs at x„ = 1.96, with condensation 
comparing with x„ = 1.87 without condensation. The 
maximum shear stress is increased substantially by the 
condensation velocity. For all cases analyzed here, the in­
crease in droplet radius due to condensate accumulation is 
around 1 percent. 

Temperature distributions on the equatorial plane (0 = 90 
deg) in both phases are plotted in Fig. 9 for three different 
dimensionless times, T = 0 , 0.1, and 0.17. The temperature is 
normalized by free-stream temperatures, Te. At T = 0, typical 
boundary layer profiles in both phases are present, and there 
is no temperature variation in the thermal core. As time in­
creases, the thermal core gets heated up with lowest tem­
perature located at the Hill's vortex center {y/R = 0.701). 
Also noted that the vapor-phase boundary layer grows thicker 
with time due to the weakening of condensation velocity as 
discussed in Fig. 7. \ * 

Figure 10 shows the comparison between the current model 
and the only available experimental results Of Ford and Lekic 
[9]. The initial droplet temperature, saturated steam tem-
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Fig. 10 The comparison of numerical results with experiments 

perature, and droplet size used in the numerical model are 
identical with those of the experiment. There are two major 
differences between the model and the experiment. First, the 
numerical model assumes that both the hydrodynamic and the 
thermal boundary layers are fully developed at the very 
beginning of the process, while the experimental droplet starts 
from a uniform temperature in the droplet. This accounts for 
the difference in the comparison where the experimental 
results show higher heat transfer rates in the beginning. 
Second, the experimental droplet does not have any internal 
motion, while the numerical model assumes fully developed 
internal circulation. This explains the higher heat transfer 
rates predicted by the numerical model from about 0.19 s 
after the starting of the process. 

Conclusions 

A mathematical model appropriate for predicting con­
densation heat and mass transfer to a droplet translating in its 
own pure vapor is developed based on laminar boundary layer 
theory and inviscid vortex flow inside the droplet to account 
for the effect of internal circulation. An integral method 
similar to that of Karman-Pohlhausen was adopted for the 
solutions of boundary layer equations. The diffusion 
equation governing the thermal core was solved using a 
Crank-Nicholson type of finite difference numerical scheme. 

The rate-controlling mechanism is found to be the diffusion 
process in the thermal core region of the droplet. The total 
rate of heat transfer is inversely proportional to the droplet 

radius. The condensation velocity at the vapor-liquid in­
terface reduces the boundary layer thickness and moves the 
separation point toward the rear stagnation point. The in­
ternal motion also helps increase the transport rates by 
reducing both the boundary layer thickness arid the inside 
resistance. The mathematical model compares favorably with 
experimental measurement. 
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Condensation Measurement of 
Horizontal Cocurrent Steam/Water 
F9 

low 
Condensation of steam on a subcooled water layer was studied in a cocurrent 
horizontal channel at atmospheric pressure. The heat transfer coefficients were 
found to vary from 1.3 kW/m2°C to 20 kW/m2°C, depending on whether the 
liquid interface was smooth or wavy, increased with increasing steam flow rates and 
water flow rates. For all cases, 50 to 90 percent of the steam condensed within 1.2 m 
from the entrance. The average Nusselt numbers were correlated with average steam 
and water Reynolds numbers and average liquid Prandtl numbers, for both smooth 
and wavy interface flows. Finally, a correlation of the average heat transfer 
coefficient and condensation rate for wavy interface flow was obtained as a func­
tion of inlet conditions and distance downstream. 

1 Introduction 

There have been extensive studies dealing with heat and 
mass transfer in two-phase, stratified flow. Most of these 
studies have involved either gas absorption at a gas-liquid 
interface or condensation on a thin liquid film which is only 
slightly subcooled. In these experiments, measurements are 
generally made at a sufficient distance from the entrance 
where the velocity profiles and wave patterns have reached 
fully developed shapes. Theoretical models have been 
proposed to account for these transfer rates. For con­
densation studies, several good reviews are available [1,2]. 

More recently, there has been considerable interest in 
studies of rapid condensation of vapor on a fairly thick layer 
of subcooled liquid. This problem is of particular relevance to 
nuclear reactor safety analysis, where in the hypothetical 
LOCA (loss of coolant accident) sequence, steam comes into 
contact with cold water at several locations. Quantitative 
prediction of these events require knowledge of the local 
condensation rates. 

A literature search shows that this problem has not been 
studied extensively. Related works include the measurements 
of Linehan, Petrick, and El-Wakil [3], which were limited to a 
subcooled thin liquid film, and measurements by Thomas [4] 
of condensation on a turbulent liquid from quiescent steam. 
The measured heat transfer coefficients were of the order of 
10 kW/m2 °C. Measurement of condensation of a high-speed 
steam jet was reported by Young, Yang, and Novotny [5], The 
measured heat transfer coefficients were of the order of 
6X103 kW/m2°C. The difference in the heat transfer 
coefficients of [4] and [5] was due to the difference in tur­
bulent intensity and the effect of entrainment. 

The present experiment was undertaken to provide a 
carefully measured set of data on the condensation of steam 
on subcooled water layer in a simple, well-defined system. 
The system chosen was a horizontally stratified, cocurrent 
channel flow. The resultant data set provides a firm base for 
comparison with other data as well as with the various models 
for condensation. The present work is a continuation of 
earlier work by Lee et al. [6] and Lim et al. [7]. 

In the present study, a new test section and entrance section 
was used. The test section was made of single plates (sides, 
top, and bottom) of stainless steel that were welded together 
to form a channel rather than the segmented test section of the 
earlier studies. The new test section has no protuberances to 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
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disturb the water flow. With the new entrance section the 
steam flow is two-dimensional; three-dimensional flow may 
have existed in the earlier work. Also in the present study, 
measurements are made at smaller spatial intervals (axially 
and vertically) resulting in a better definition of the ex­
perimental curves—especially important where slopes are 
needed to obtain the local heat transfer coefficients. In ad­
dition, the range of the steam and water flows was extended, 
making it possible to distinguish the two regimes of heat 
transfer: where the interface is smooth or wavy. 

2 Experiment 

A test facility was designed and constructed in which 
condensation rates of steam along the channel could be 
measured. A schematic diagram of the system is shown in Fig. 
1. In this horizontal channel, which has a rectangular cross 
section (6.35 cm high, 30.48 cm wide, and 160.1 cm long), 
steam and water flow cocurrently. The channel is made of 
stainless steel with windows on all sides and is insulated with a 
5-cm-thick layer of fiberglass. The steam and water inlet 
plenums were designed to provide uniform flow at the 
channel entrance. Typical steam velocity profiles across the 
width of the channel at x = 0 (entrance) are shown in Fig. 2. 
The velocity profiles of the water layer at x= 15.7 cm in the 
absence of steam flow were measured at two different 
locations across the width of the channel; centerline and 1.9 
cm from side wall. The results are shown in Fig. 3. The data 
indicate that the water velocity profile was also uniform 
across the width of the channel. 

PITOT 
TUBE 

STEAM STEAM 

VENTURI 

Fig. 1 Schematic of the experiment, 
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The entrance length (plenum exit to entrance of test section) 
on the steam side is only 0.1 m and for the liquid side is 0.85 
m. The flow of the steam at the entrance to the test section is 
never fully developed. For the liquid side, the ratio of en­
trance length to entrance height is 55; thus the liquid flow is 
partially developed. The liquid Reynolds number based on 
entrance height varies from 660 to 5000. Therefore, at low 
flow rates, the liquid flow at entrance to test section is laminar 
and at high flow rates it is turbulent. 

Five pitot tubes (3.1-mm o.d.) are inserted at ports along 
the top of the channel as well as electrical conductivity probes 
(3.1-mm o.d. with sharp tip) and thermocouples (0.5-mm 
o.d.). The tips of the pitot tubes are located at x = 15.7 cm, 
30.6 cm, 58.6 cm, 86.6 cm and 123.3 cm, respectively. The 
pitot tubes are used to measure the local mean steam velocity, 
and the conductivity probes to measure the water height. The 
conductivity probes and pitot tubes are attached to a 
traversing table. 

Steam is obtained from the building supply line which has a 
line pressure of 1.0 MPa. The steam was measured to contain 
about 3 ppm of air and 20 ppm of diethylaminoethanol, an 
anticorrosion agent. A centrifugal separator is used to 
separate the water droplets from the steam. After passing 
through a throttling valve, a venturi meter, and the settling 
plenum, the steam flows through the test channel and 
ultimately discharges to the atmosphere. Water, which is 
pumped from a storage tank to the test section, is also 
monitored with a venturi meter. The water and condensate, 

which leave the channel through an exit plenum, are pumped 
through a heat exchanger to the storage tank. Thus the water 
line is a closed loop, whereas the steam line is an open loop. 

Local steam velocity profiles were obtained by traversing 
the pitot tubes from the water-steam interface to the top of the 
channel. The local steam flow rate was obtained at each 
station by integrating the velocity profile at that station. To 
overcome the problem of steam condensing in the pitot tubes, 
the pitot tubes were thermally insulated, electrically heated, 
and purged with air, if necessary. During start-up, air was 
slowly purged through the pitot tubes to ensure no condensate 
collected in the pitot tubes. When the system was at a desired 
steady-state condition, the air was turned off and data were 
taken. Air was used again only if a pitot tube was plugged by 
condensate; then the air to that pitot tube was turned on at a 
fairly high flow rate to expel the condensate. When the air 
supply was turned off, data taking was resumed. In practice, 
the pitot tubes provided consistent readings even after hours 
of operation. 

The normal operating procedure was to accurately position 
the conductivity probes and pitot tubes with respect to the 
bottom of the test section before tests were begun (the test 
section was empty and at room temperature). Thermal 
deformation of the test section (due to different temperatures 
of the steam and water during the experiment) was accounted 
for in the water depth measurements by measuring the shifts 
in the reference positions (bottom of channel) for each steam 
and water flow rates. 

The accuracy of the inlet steam mass flow measurement 

b = channel width 
Cp = heat capacity 

F = term defined in equation (15) 
G = mass velocity 
h = heat transfer coefficient 

H = specific enthalpy 
Hfg = latent heat of evaporation 

k = thermal conductivity 
K = Cpj[Ts-T,(f»VH/g, degree of 

subcooling 
Nu = Nusselt number 

p = pressure 
Pr = Prandtl number 

G = 
Re = 

T = 
t = 
u = 
V = 

W = 
x = 
y = 
z = 

a = 

heat transfer 
Reynolds number 
temperature 
thickness 
velocity 
superficial velocity 
mass flow rate 
axial coordinate 
vertical coordinate 
cross-sectional coordinate, 
perpendicular to x-
coordinates 
lCpJT,<f))-Hg] 

and y-

o = O.. /1 - — tr „ 
" p,l s S 

fi = viscosity coefficient 
Subscript 

c = condensate 
g = gas 
/ = liquid 
s = saturation v 
t = channel thickness 
x = axial distance' 

'i i 
Superscript 

— = average v , 
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(venturi) and each pitot tube measurement was checked by 
two methods: (/') energy balance, and (//) comparison between 
the venturi reading and the integrated pitot tube 
measurements. In the energy balance method, the inlet and 
outlet temperature of the water along with its flow rate were 
measured when all the steam was condensed in the channel. 
The enthalpy change in the water was then compared with the 
steam venturi measurement. In the second method, a com­
parison beween the venturi measurement and the integrated 
pitot tube measurements was made without condensation in 
the test section. In these tests, steam flowed through the test 
section with either no water present in the test section, or 
saturated water present in the test section. The results agreed 
within ± 3 percent of each other. 

When desired steam and water flow rates have reached 
steady conditions, the flow data together with the water layer 
thickness data were stored in the minicomputer. The pitot 
tubes were then positioned close to the water interface and the 
velocity traverses were begun. At each elevation, the com­
puter sampled the pitot tube output at a rate of 240 readings 
Per s for a 30-s interval. The computed average velocities of 

Wg(0) kg/s 

6 o 0 .065 
7 Q 0 . 0 9 0 
8 a 0 . 1 2 6 

W,(0) = 

T,(0) = 

yo> 
116 
121 
125 

1.44 kg/s 

2 5 °c 

wr 

X, m 
Fig. 6 Axial steam and condensation rate profiles as a function of 
Inlet steam flow rate 

each of the pitot tubes were displayed on the CRT screen and 
briefly examined. Should condensation plug a pitot tube, the 
reading would be in error by orders of magnitude; then the air 
purging system was used to eliminate the condensate. 
Measurements at that level would be repeated and examined 
before moving to the next elevation. Typical velocity profiles 
are shown in Fig. 4. The decrease in velocity in the down­
stream direction is a direct result of condensation. Typical 
results of steam mass flow rate as a function of channel length 
are shown in Figs. 5 and 6. 

For further interpretation of experimental data, the local 
heat transfer coefficient is defined as 

h = 
dWc [Hg-CpJTs] 

(1) 
dx b(T5-T,) 

where h is the heat transfer coefficient, Wc is the mass flow 
rate of condensate, Hg is the gas enthalpy, CpJ is the heat 
capacity of liquid, b is the width of channel, 7^ is the 
saturation liquid temperature, and Tt is the bulk liquid 
temperature. Although equation (1) assumes that all the heat 
transfer is due to condensation; the effect of superheat is 
taken into account by evaluating Hg at steam temperature Tg. 
For the present experiment, Tg is typically about 120°C, and 
the liquid surface temperature is the same as the steam 
saturation temperature, which is 100°C. 

From mass and energy balance, Tt can be shown (see [7]) to 
be 

«~±\ Wl{Q)[Cp,Tl(0)-H.\ Hg] (2) 

where Wt is the liquid mass flow rate. The average heat 
transfer coefficient can then be shown to be equal to 

x Jo 
h=-\ hdx 

= C f l , y ] [ y , w " y , ( f f > ^ 
Wi(0)a 

In [; 
W,(x)l3-Wl(0)a t |V 

P \-CpjW,<fl)[T,-tf(0)]l) 

where a=lCpJT,(0)-Hg] 

(3) 
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The following definitions are used in determining the 
average Reynolds numbers: 

Average steam mass velocity (<5„) is 

G , = y [ G g ( 0 ) + G , ( * ) ] = ^ 
Wg(0) Wg(x) 

1-1,(0) t-t,(x) 
(4) 

where t is the channel height and /, is the liquid layer 
thickness. 

Average water mass velocity (G,) is 

Gl=^-[Gl(0) + G,(x)}=~ 
2 lb 

W,(0) W,(x) 

L t,(0) t,(x) 

Thus, the average steam Reynolds number is 

R e ; = ^ 
N 

(5) 

(6) 

and, the average water Reynolds number is 

— 2x G, 
Re, = (7) 

The average liquid Prandtl number is 

P7, = [Pr,(0) + Pr ,(x)] /2 (8) 

3 Results 

A total of seventy experiments have been performed by 
varying the following initial conditions: (/') inlet steam flow 
rate, (if) inlet water flow rate, (Hi) initial water layer thickness 
and (iv) degree of water subcooling. The steam flow rate 
varied from 0.04 kg/s to 0.16 kg/s and the water flow rate 
varied from 0.2 kg/s to 1.45 kg/s. The maximum ranges of 
water and steam flow rates were limited by bridging, 
hydraulic jump, or entrainment. Three initial water layer 
heights, 0.95, 1.59, and 2.22 cm were used. The effect of 
water subcooling was studied by operating at two initial (inlet) 
water temperatures: 25°C and 50°C. All experiments were 
performed with exit of the test channel opened to atmosphere. 
The steam pressure at entrance (x = 0) was about 0.3 kPa to 
0.4 kPa above ambient pressure, depending on flow rate; and 
the steam temperature varied from 105°C to 140°C. Even 
though there was a variation of 35°C in steam temperature, 
the effect of superheat is small because latent heat of 
vaporization is large. For example, in the case of maximum 
steam temperature of 140°C, the steam enthalpy is only 3 
percent higher than the saturation steam enthalpy at 100°C. It 
was found that the free-stream steam temperature remained 
constant in the test channel. 

Figures 5 and 6 show the effects of steam flow rate on 
condensation for two different liquid flow rates. Both figures 
show that the steam mass flow rates (Wg) decrease rapidly in 
the axial direction. In a length of 1.2 m, from 50 percent to as 
high as 90 percent of the steam was condensed. This rapid 
change of steam flow rate proved that the flow was never fully 
developed. Both Figs. 5 and 6 show that the condensate flow 
rate (Wc) increases markedly with steam flow rate. By 
comparing the condensate flow rate curves for the same initial 
steam flow rate in Figs. 5 and 6, one sees that the con­
densation rate also increases with water flow rate, but the 
effect is not as pronounced. 

In the present experiment, the thermal resistance in the gas 
side is negligible compared to the thermal resistance in the 
liquid side. The condensation rate therefore depends on the 
ability of the liquid motion to transport thermal energy away 
from the interface into the liquid mainstream. In this case, it 
is the interfacial shear which enhances the convection (tur­
bulent or otherwise). This explains the increase of con­
densation rates with higher steam flow rates. On the other 
hand, the increase in condensation rate with water flow rate 

X , m 
Fig. 7 Axial local heat transfer coefficient profiles as a function of 
inlet steam flow rate (corresponding to data in Fig. 5) 

can be explained as follows: at the higher water flow rates, T, 
increases, but only slowly (see equation (2)), and therefore the 
temperature difference remains relatively larger. Because the 
steam velocity is much greater than water velocity (under 
normal operating conditions), an increase in water velocity 
does not change the interfacial shear significantly. However, 
an increase in water flow rate may increase the initial tur­
bulence in the water and therefore increase h. 

During the experiment, it was observed that the interface 
was either smooth (glossy looking interface) or wavy (pebble 
like interface), depending on both the steam and water flow 
rates. For certain experimental conditions, the interface was 
smooth at the entrance and became wavy some distance 
downstream. The introduction of a fine filament of color dye 
near the interface revealed that in the smooth interface region, 
the dye persisted as a filament. Where the interface became 
wavy, the dye would quickly disperse into the main stream 
exhibiting a turbulent behavior. The wavy interfaces included 
roll waves near entrance. Mostly they were three-dimensional, 
cross-hatched waves with wave lengths of about 1 cm and 
wave heights of less than 2 mm. 

Based on laminar theory of condensation on a flat plate, it 
was decided to fit the smooth interface experimental data with 
the following curve 

Wg=A(x + B)-°s (9) 

where x is the axial distance from entrance, A and B are ar­
bitrary constants determined by best fit of experimental data. 
For the case of wavy interface, the following empirical curve 
was used 

W =Cexp [-D(x-x0)] (10) 

where x is the axial distance from entrance, x0 is the axial 
distance where rough interface starts, C and D are arbitrary 
constants determined by best fit of experimental data. For 
further analysis of data, readings would be taken directly 
from these curves. 

In Fig. 5, the interface of curve 1 was smootji throughout; 
thus, equation (9) was fitted to these data. For cljrves 5 to 8 in 
Figs. 5 and 6, the interfaces were wavy throughout and 
equation (10) was fitted to these data. Fof curves 2 to 4 in Fig. 
5, the interfaces were observed to be smooth in the beginning 
and wavy further downstream. Therefore, the initial part of 
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Fig. 8 Axial local heat transfer coefficient profiles as a function of 
inlet steam flow rate (corresponding to data in Fig. 6) 
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Fig. 9 Axial average heat transfer coefficient profiles as a function of 
inlet steam flow rate (corresponding to data in Fig. 5) 

these data (smooth interface) was fitted with equation (9) and 
the latter part (wavy interface) with equation (10). The 
transition from smooth to wavy interface was observed to 
occur quite abruptly and in some cases the transition 
oscillated back and forth. Therefore, in curves 2 to 4 in Fig. 5, 
the transition regions are denoted by dotted lines. The 
discontinuity in the slope at the transition region results in a 
discontinuity of the local heat transfer coefficient as shown in 
Fig. 7. 

As seen in equation (2), Tt increases with x; whereas Ts, the 
liquid surface temperature, remains at the vapor saturation 
temperature, which in the present experiment is 100°C. Thus, 
although dWc/dx generally decreases with x, Ts — T, also 
decreases with x. Depending on the rate of decrease of these 
terms, h (see equation (1)) can increase, decrease, or stay 
constant. In most entry flows, h usually decreases with x or 
stays constant. Figures 7 and 8 show that generally if the 
interface is either smooth or wavy throughout the channel, the 
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Fig. 10 Axial average heat transfer coefficient profiles as a function of 
inlet steam flow rate (corresponding to data in Fig. 6) 
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Fig. 11 Axial average heat transfer coefficient profiles as a function of 
water flow rate 

heat transfer coefficients do decrease with x. Therefore, the 
sudden jump in h in curves 2 to 4 can be attributed to the 
change in interfacial conditions resulting in enhanced con­
vection. An estimate of the increase in surface area due to 
wavy interface is no more than 20 percent, which cannot, in 
the present case, account for the 100 percent increase in the 
values of h. The exception to the above observations is curve 
5. In this experiment the water flow rate was low and the 
steam flow rate was high. Under these conditions, 7, in­
creased rapidly so that AT decreased more rapidly than 
dWcldx, resulting in an increase in h. For example in this case 
at *=1 .2 m, 7,, = 89.3°C and Ar=10.7°C, whereas for the 
same location in curve 4, 7,

/ = 85.3°C and AT= 14.7°C. The 
averaged heat transfer coefficients, as defined by equation 
(3), for the data of Figs. 5 and 6 are>,shown iri Figs. 9 and 10. 
Although the average quantities tend tp smooth out the rapid 
variations in the local quantities, they still retain all the im­
portant features. For the same initial s.team flow rate but 
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Fig. 12 Typical axial water layer thickness profiles as a function of 
inlet steam flow rate 
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Fig. 13 Typical axial steam pressure profiles as a function of inlet 
steam flow rate. Pg(0) is between 0.3 kPa to 0.4 kPa above atmospheric 
pressure depending on steam flow rates. 

different water flow rates, the data in Fig. 11 show that 
initially the average heat transfer coefficients are higher for 
the higher water flow rates. Further downstream, the average 
heat transfer coefficients have practically the same value. This 
does not mean that the heat transfer is the same because T, are 
different for each of these cases. 

Figure 12 shows typical water layer thicknesses along the 
channel. For the first half of the channel, the thicknesses 
decreased due to high interfacial shear stress by the steam. As 
condensation continued along the channel, the steam velocity 
decreased and the water thicknesses began to increase. Figure 

\sz 

X, m 
Fig. 14 Typical average heat transfer coefficients as a function of 
inlet water layer thickness 
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Fig. 15 Typical axial average heat transfer coefficient profiles as a 
function of inlet water temperature 

13 shows a typical change in static pressure along the channel. 
The increase in static pressure was due to the Bernoulli effect 
which was a direct result of the decrease in steam velocity. 

All the data discussed so far is for a constant liquid en­
trance height. Therefore, constant liquid flow rate is 
synonymous to constant velocity. A series of experiments was 
performed in which the inlet steam, and the water flow rates 
were kept constant but the inlet velocities (particularly water) 
were changed by varying the initial water layer thicknesses. 
Figure 14 shows the typical results of the variations of average 
heat transfer coefficients with initial liquid heights. For the 
two cases shown, the liquid and steam flow rates were kept 
constant. The effect of changing the liquid velocity on con­
densation was confined to the entrance region. This was 
probably related to the occurrence of roll waves and initial 
bulging of the liquid surface due to the mismatch of the liquid 
pressure with respect to the vapor pressure at the entrance. 
These phenomena, in turn, affected the transition from 
smooth to wavy interface. v-»;. 
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Fig. 16 Flow pattern map of [8] with present data 

The effect of subcooling on the average heat transfer 
coefficients is shown in Fig. 15. For the same inlet steam and 
water flow rates, the heat transfer coefficients are lower for 
the case of higher subcooling. However, the heat transfer for 
the higher subcooling is higher; because the temperature 
difference, (7^ - Tt), is larger. 

The present measured h is in the neighborhood of 10 
kW/m2 °C, which is closer to the measured values of [4] than 
that of [5]. The reason is that in [5] both the steam velocity 
(300 m/s) and the water velocity (3 m/s) are an order of 
magnitude higher than the present experiment. In their ex­
periment, liquid entrainment contributes significantly to the 
condensation rate. In [4], condensation rates are shown to be 
dependent on turbulence in the liquid layer, which was 
generated by a grid at the channel entrance. For both [4] and 
the present experiments, thermal resistance in the liquid layer 
dominates. The primary transport mechanism in [4] was 
artificially generated turbulence in the liquid, and in the 
present experiment it was interfacial shear. In both of these 
experiments there was no entrainment. It is therefore 
reasonable to expect that the heat transfer coefficients of 
these two experiments are of the same order of magnitude. 

The flow pattern map of [8] is shown in Fig. 16 together 
with the present experiment based on entrance conditions. 
The present experimental conditions lie in the wavy flow and 
stratified flow regimes. This shows that the flow pattern map 
of [8] can be used as a guide even for highly condensing flow 
as long as the superficial velocities are based on entrance 
conditions. 

An attempt is made to correlate the complete set of data of 
seventy experiments. Following the normal practice in 
convective heat transfer, the Nusselt numbers as a function of 
the gas and liquid Reynolds numbers and liquid Prandtl 
numbers were sought. That is 

Nu = cRe£ Re'Prf (11) 
where 

and 

Nu = 
h x 

* /= y [ * / ( 0 ) + *,(*)] 

andRe? , Re,,Pr, are defined in equations (6), (7), and (8), 
respectively. 

A least-square fit method was used to find the optimum 
coefficients c, p, q, and r in equation (11). The results are 
presented in Fig. 17. There are three types of data. One type is 
where the interface was smooth throughout the channel; the 
second type is where the interface was wavy throughout the 
channel; the third type is where the interface was smooth at 
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Fig. 17 Correlation of Nusselt number as a function of steam and 
water Reynolds numbers, and water Prandtl number 

entrance and became wavy somewhere downstream. The third 
type of data are labeled as transitional data points. There are 
two different correlations for the first two types of data, they 
are 

for smooth interface 

Nu = 0.534 Re°58 Re?-09 Pr?'3 

for wavy interface 

(12) 

Nu = 0.0291 Re°-58 Re?-42 Pr?-3 (13) 

For those data points where the interface is wavy 
throughout, the data closely follow equation (13). For the 
data where the interface is smooth throughout, the data points 
follow equation (12). In the case of transitional flow (x0 is the 
transition point) where x < x0, the data should follow 
equation (12). Where x > x0, the data points will deviate from 
equation (12) and gradually approach equation (13) as x 
increases. For the case where x0 is small, the transitional data 
for large x will lie on the curve described by equation (13) as 
shown in Fig. 17. 

The correlation for condensation as represented by 
equation (13) has the same slope but is about 30 percent 
higher than earlier data [6]. In the earlier experiments, the 
mass flow measured by the pitot tubes and steam venturi were 
not in agreement. Calibration constants were determined for 
the pitot tubes based on the venturi readings. Later, it was 
found that this discrepancy was probably due to wet steam 
flowing past the venturi. A separator was subsequently in­
stalled which ensured dry steam in the flow. Also additional 
screens were installed in the settling chamber—ensuring 
uniform steam flow. With these improvements, good 
agreement in mass flow readings between the venturi and pitot 
tubes was obtained. Finally, there were more pitot tube 
stations in the present set-up, which resulted in more accurate 
determination of the mass flux curves. Thus we believe the 
present data are superior. 

4 Engineering Application 

The correlation as shown in Fig. 17 cannot be easily applied 
in practice where only the entrance conditions are known. For 
the case where the interface is wavy throughout, the present 
experimental data indicate the condensate flow profiles are 
similar (Fig. 6). For this particular case, an attempt was made 
to correlate the condensate flow rate as a function of x and 
entrance conditions. V 

It seems reasonable that the entrance conditions can be 
characterized by the following dimensibnless parameters 

R e - W > W "< , 
'•' b /,(0)M0) 
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Fig. 18 Correlation of condensate flow rate as a function of inlet 
steam and water Reynolds numbers, distance downstream, and degree 
of subcooling 

R e . , = 
Wg(Q)t 

b U0)p,(0) 

and 

K=Cpj[Ts-Tl(f))VHfg 

We therefore seek a dimensionless correlation so that 

b ng(0) 

The dimensionless variable Wg(0)/b ^ ( 0 ) can be interpreted 
as a Reynolds number based on superficial gas phase velocity 
and channel height. 

For the wavy interface data, the best experimental 
correlation is 

Wg(0)-Wg(x) 

b j*g(0) 
= F 

= 1.88[Re/,,]-
42[Res,,]-

73A'1-2tanh x 
147 

(15) 

The correlation of experimental data with equation (15) is 
shown in Fig. 18. The agreement is satisfactory. Equation (15) 
shows that the condensate flow rate approaches a constant 
value for x/t equal to 30. It also shows that the steam flow 
rate has a much greater influence than water flow rate as 
exemplified by the exponents of the respective Reynolds 
numbers. 

Since W, (x) - W,(0) = Wg(G) - Wg (x), equation (15) can 
be substituted into equation (3) to obtain Aasa function of x 
and entrance conditions 

cp,iHg 
bx$2 

•-F M,(0) 

a 1*0(0) In 
Fb pgm-W,{0)W-a] 

CpJW,{0)[Ts-T,m 

(16) 

Given the initial conditions, equations (15), (16), and (2) can 
predict the condensation rate, the heat transfer coefficient, 
and the rise in water temperature for a cocurrent, stratified, 
two-phase flow where the interface is wavy throughout as in 
most practical cases. 

5 Conclusion 

Condensation rates of atmospheric steam on subcooled 
water in a cocurrent horizontal channel were measured and 
heat transfer coefficients were deduced. The experiments were 
performed at atmospheric pressure with slightly superheated 
steam. The effects of steam flow rates (0.4-0.16 kg/s), water 
flow rates (0.2-1.45 kg/s), inlet water temperatures (25°C and 
50°C), inlet water layer thickness (0.95 cm, 1.59 cm, 2.22 cm) 
on condensation rates were examined. The heat transfer 
coefficients were found to vary from 1.3 kW/m2°C to 20 
kW/m2°C, depending on whether the interfaces were smooth 
or wavy; increasing with steam and water flow rates. For all 
experiments, 50 percent to as high as 90 percent of the steam 
condensed within 1.2 m from the entrance. The steam 
pressure gradients were found to be positive due to the 
condensation effect. 

The average Nusselt numbers were correlated with the 
average steam and water Reynolds numbers, and the water 
Prandtl numbers. Two correlations were obtained, one for 
smooth and the other for wavy interfaces. Finally, a 
correlation of heat transfer coefficients and condensation 
rates for wavy interface flow were obtained as a function of 
inlet conditions and the distance downstream. 
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Analysis of Radiatiwe Equilibrium 
in Rectangular Enclosure With 
Gray Medium 
Radiative heat transfer and temperature profile in a two-dimensional rectangular 
enclosure with gray medium are calculated. Successive approximate solutions are 
generated by a point allocation method in which the temperature profile is ex­
pressed as polynomials of successively higher order. The technique is shown to 
converge rapidly with the third-order results already comparing favorably with 
available numerical solution. It is also demonstrated to be computationally ef­
ficient. Comparing with a solution with the same number of unknowns generated 
by the Hottel zonal method, the present approach represents a reduction in com­
putational time by at least one order of magnitude. Based on the mathematical 
behavior of the numerical results, simple empirical closed-form approximate ex­
pressions for both the heat transfer and temperature profile in general 
multidimensional systems at radiative equilibrium are proposed. For a rectangular 
enclosure, these expressions are demonstrated to be quite accurate over all optical 
thickness. 

1 Introduction 

Radiative heat transfer in an absorbing and emitting 
medium constitutes an important element in many 
engineering disciplines. A great deal of work has been 
reported in this area. Most, however, has been confined to 
one-dimensional systems, largely due to the complexity of the 
problem. Over the past decade, there has been a considerable 
increase in the interest of multidimensional radiative transfer. 
Different numerical techniques [1,2] and approximation 
methods [3-5] have been developed for some selected cases. 
But the success of these works, in terms of their applicability 
to radiative transfer in general multidimensional systems, is 
still quite limited. 

Numerically, both the Monte Carlo method [1] and the 
Hottel zonal method [2] have been widely used for 
multidimensional computations. But results of the com­
putation generally show that these methods can be quite time 
consuming and inaccurate under certain conditions. Without 
significant improvements, it appears unlikely that these two 
methods can be effectively applied for predicting radiative 
heat transfer in practical engineering systems. 

For approximate analysis, the most successful technique for 
multidimensional radiative transfer appears to be the 
modified differential approximation. Based on this method, 
Glatt and Olfe [3] calculated the temperature distribution in a 
gray medium bounded by a black rectangular enclosure. 
Utilizing essentially the same technique and aided by the 
introduction of a number of geometric parameters, Modest 
[4, 5] obtained solutions not only for a rectangular enclosure 
with gray walls, but also for a two-dimensional problem with 
cylindrical symmetry. But both of these approaches require 
extensive numerical computation for their prediction of 
temperature distribution and heat flux. It also appears dif­
ficult, if not impossible, to apply these methods for systems 
with arbitrary geometry. The value of any approximation 
method depends on its simplicity, accuracy, and applicability 
to general systems. None of the existing approximation 
methods appears to have all of these qualities. 

Now with The Xerox Corporation, Redondo Beach, Calif. 
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The objective of the present work is twofold. First, the 
point allocation method, which was successful in generating 
accurate solutions to one-dimensional radiative transfer 
problems even including the effect of conduction and 
anisotropic scattering [6, 7], will be demonstrated to be ap­
plicable for two-dimensional problems. A gray medium 
bounded by a rectangular enclosure at radiative equilibrium is 
analyzed as an illustration. By expanding the unknown 
temperature distribution as a polynomial, the governing 
integral equation is reduced to a set of algebraic equations in 
terms of the expansion coefficients. Successive solutions with 
increasing degree of accuracy can be readily generated. 
Comparing with the Hottel zonal method, the present ap­
proach is both accurate and efficient. The third-order 
solution, which involves 28 unknown expansion coefficients, 
already compares favorably with the available numerical 
results. This rapid rate of convergence appears to hold for all 
optical thicknesses and aspect ratios of the rectangular en­
closure. By expressing elements of the resulting matrix 
equation in terms of a class of generalized exponential in­
tegral functions which was studied extensively in a recent 
work [8], the present solution method is extremely efficient 
numerically. All solutions are generated by evaluating a finite 
number of single integrations and a matrix inversion. The 
number of single integrals required is approximately the same 
as the number of double integrals required for a Hottel zonal 
calculation with the same number of unknowns. 

The second objective of the present work is to develop 
simple closed-form approximate expressions for the 
prediction of radiative heat transfer and temperature profile 
in a gray medium at radiative equilibrium within a general 
multidimensional enclosure. By requiring that the ap­
proximation yield the correct result both in the optically thick 
and thin limits, a generalized diffusion approximation is 
proposed. For the present rectangular enclosure, the accuracy 
of the approximation is shown to be quite good. 

2 Mathematical Formulation 

The physical model and its associated[/coordinate system is 
shown in Fig. 1. For simplicity, the four boundaries are 
assumed to be black isothermal surface -.with normalized 
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9 = 0 

9 = 0 

9=0 

9=1.0 

- > y 

Fig. 1 Geometry and coordinate system for the two-dimensional 
rectangular enclosure 

emissive powers of 1, 0, 0, and 0, respectively. From standard 
reference [9], the energy equation for the medium at radiative 
equilibrium is given by 

n ( r ' ) ( r - r ' ) 
-±-£ /c(r-r')dS 

L i , , _* 

(r,+) 

r 

A * 
1 

. 

...' 

r 

(i-O 

• 

O+O 

Fig. 2 Domain of integration used in equations (13-15) 

the x-direction can be integrated. Introducing the following 
dimensionless variables 

4t?(r) = H av i r l r - r ' I3 

!
g - a i r ~ r I 

v T I r - r r 

(1) 

- o l r - r ' l 

where d(r) = oT4(r) is the blackbody emissive power; r ' , a 
point located at the boundary and n(r') the corresponding 
unit normal vector; a, the absorption coefficient which for the 
present work is assumed to be constant; and C ( r - r ' ) , a 
function given by 

n = 

L, = laY 

L? = 2aZ, 

(4) 

equations (1) and (3) can be simplified to yield 

»{r,>n=-^)~A-i
§(r,'n^r dr>dl (5) 

C(r - r ' ) = 
0 

z' = -Z 

otherwise 
(2) 

L\L2 

16 a + n$ 
1 S2(d2) 

- l dl 
dr\' 

The medium's temperature is determined by solution to 
equation (1). Once the temperature distribution is determined, 
the radiative heat flux is given by 

Q(r): 
! 

n ( r ' ) ( r - r ' ) 
dv ir l r - r ' I4 

Q, ( i» ,»= - r )_ 1 J_ 1 ^ , f ) ^ (6) 

d i / ' d f + 

C(r-r ')(r-r ' )r fS (3) 
s2(rfi)(r-n 

i e - o l r - r I 
« r * ) — a(T-r")dV 

v r l r - r I3 

For the present two-dimensional problem, all integrals in 

n i ft L ' L M [ <n • w ^ 2 (*•)(! 
e ' ( " ' f l = T J - . ] - / ( , , ' n d? 

d , d f + - ^ - ( 1 + ^ ] ^ - ^ - d , 

(7) 

N o m e n c l a t u r e 

a = absorption coefficient 
C ( r - r ' ) = function defined by equation (2) 

^i( l . ' / '»f .f ' . ) = function defined by equation (8) 
O ^ O M ' . M = function defined by equation (9) 
Gm,n,«r (•*>.)') = function defined by equation (22) 

Hmnicsiv'ti = function defined by equations (A3) and 
(A4) 
optical thickness of the enclosure in the y-
direction 
optical thickness of the enclosure in the z-
direction 
function defined by equation (20) 
unit normal vector 
function defined by equation (27) 
function defined by equation (28) 
coefficients of assumed polynomial 
defined by equation (18) 

Qi = heat flux in the /-direction 
Q = heat flux vector 
r = "polar" coordinate defined by equations 

(11) and (12) 

L, = 

L, = 

Mij = 
n = 

NYIJ = 

NZ,j = 
Pu = 

r = position vector 
S„ (x) = exponential integral function 

T = temperature 
^m,n,k (V> f) = functions defined by equations (21) 

x = coordinate 
y = coordinate 
z = coordinate 

T(n) = gamma function 
t = optical thickness variable in the z-direction 
ij = optical thickness variable in the ^-direction 
d = dimensionless emissive power 
<p = angular coordinate defined by equations 

(11) and (12) 
<Pi = angle defined by equation (16) 
<p2 = angle defined by equation (17) 

Subscripts 

a = Stefan-Boltzman constant 
'\ " 

. i 
0 = optically thin limit ' , 
c = optically thick (conduction) limit 
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where 

rfi(iMj',fcn=^[£?0i-v)2+£i«--n2]w (8) 
d2(ri,r,',8 = ddri,ri',{,-l) (9) 

In equations (5), (6), and (7), Sn (x) is a generalized ex­
ponential integral function defined by 

2 f°° e~x'dt S»M=-J> i^w (10) 

Analytical and numerical properties of S„ (x) are presented in 
[8]. 

Since S„ (x) is a smooth function for all values of x, 
evaluation of the integrals appearing in equations (5), (6), and 
(7) is quite straightforward for any assumed temperature 
distribution. Note that even at regions with dx = 0 or d2 = 0, 
these integrals remain finite because the product of the in­
tegrand with the respective volume element and surface 
element remains finite. To illustrate this mathematical 
behavior more clearly and also for the convenience of 
numerical computation, equations (5-7) are now rewritten in 
terms of a "polar" coordinate. Introducing two new 
variables, r and <p, such that 

2r 
rj =r /H C0S<p 

L\ 

2r . 

equations (5), (6), and (7) can be rewritten as 

4t?(i? ,f l=(f &(ri+ ~r cosy,r+ / s in<? ) 
J J (r,v) \ L\ L2 / 

S, (r)drd<p +\ 2 S2 \ -y (1 + flsec<oj d<p 

Qn(v.D=-\ d(y+ j~cos<p,{+ — sin<p) 

J J (r,jj) \ L,\ L2 / 
S2(r)cos<pdrd<p - I S3 —- (1 + ftseap sin<pdip 

J J (r,ip) \ L\ L2 / 

S2(r)sin<pdrd(p + 1 S3 —̂  (1 + f)sec<p cos<pd<p 

,£,(1+1?) 

(11) 

(12) 

(13) 

(14) 

(15) 

with 

<̂ , = — tan" 
^2(1 + » 

<p2 = tan 
_ , Z M ( 1 - I ? ) 

(16) 

(17) 
L2(l + f) 

The region of integration (r,^) for the above double in­
tegration at a given (r/,f) is illustrated by Fig. 2. Note that 
equations (13-15) are indeed free of any apparent singularites. 

3 Method of Solution 

The method of point allocation is now applied to develop 
solutions to the present problem. Specifically in the nth ap­
proximation, the unknown temperature distribution is 
assumed to be a polynomial as follows 

/ = « j=2n 

«>(*»= E I>2t,yf (is) 
1=0 y=o 

Substituting equation (18) into equation (13), the following 
equation results 

1.0 

0.4 

1 0 

-0.4 

- 1 0 

U Ul | 1 

- \ \ \ 

1 1 

1 1 1 I i i 

A HOTTEL'S 
ZONAL SOLUTION 

§ 
THIRD ORDER 
SECOND ORDER 
FIRST ORDER 

/ - L l = L2=O.I 

/- 1.0 

/ - 10.0 

\ r ^ i i 

-

-

-

-

-

-

0 0.2 0.8 1.0 0.4 0.6 

0 ( O , | ) 
Fig. 3 Comparison between the first three order approximate tem­
perature solutions with results generated by the Hottel's zonal method 
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FIRST ORDER 
SECOND ORDER 
THIRD ORDER 
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0.4 0.6 
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J_ 
0.8 
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Fig. 4 Comparison between the first three order approximate heat flux 
solutions with results generated by the Hottel's zonal method 

i=nj=2n 

E Ep2ut4 '?2 'f-MVJ(V,UI,L2)] 
; = 0 y'=0 

= G0,o,o(f+,'/ + ) + G O j 0 , o ( r , r ) 
where 

mi = 2i ni ~y 

v2i-mi?~niw,„i,niAi>n 
with 

W. „,k (y,$) = \ \ cos"'<psm"<prm+nSk (r)drdtp 
J J {r,<p) ., „• 

(19) 

(20) 

(21) 
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Table 1(a) Expansion coefficient P,j and the corresponding temperature profile generated 
by a third-order solution with Ll=L1 = 1.0 

PQO = 
P04 = 
^ 7 1 = 
Pn = 
^ 4 ? = " 
^ 4 6 = 
^ 6 3 = 

2.5000e-01 
8.516e-03 
9.6454e-02 

~3.6243e-03 
-3.0798e-02 

1.0463e-01 
1.3701e-01 

^ 0 1 = 
^ 0 5 = 
^ 2 2 = 
^ 2 6 = 
^ 4 3 = 
^ 6 0 = 
PM -

-2.2896e-01 
-8.7643e-03 
-5.8112e-16 

3.3752e-02 
6.4432e-02 
4.3067e-03 

-1.0463e-01 

A)2 = 
PQ6 -
Pl3 = 
P40 = 
P 4 4 -

^ 6 1 = 

1.0359e-01 
-4.3067e-03 
-8.0216e-02 
-8.5162e-02 
-5.9828e-16 
-3.7104e-02 

P03 = 
-P20 = 

P24 = 
^ 4 1 = 
^ 4 5 = 
P62 = 

-3.4222e-02 
-1.0359e-01 
-3.0798e-02 

5.3491e-02 
-1.6837e-01 
-3.3752e-02 

0.2 0.4 0.6 0.8 1.0 
1.0000 
0.8000 
0.6000 
0.4000 
0.2000 
0.0000 
0.2000 
0.4000 
0.6000 
0.8000 
1.0000 

0.0859 
0.1151 
0.1427 
0.1729 
0.2081 
0.2500 
0.3002 
0.3606 
0.4336 
0.5222 
0.6297 

0.0848 
0.1132 
0.1405 
0.1702 
0.2047 
0.2458 
0.2953 
0.3551 
0.4280 
0.5175 
0.6278 

0.0819 
0.1080 
0.1339 
0.1621 
0.1945 
0.2332 
0.2802 
0.3379 
0.4102 
0.5025 
0.6235 

0.0767 
0.0997 
0.1237 
0.1489 
0.1775 
0.2118 
0.2540 
0.3070 
0.3763 
0.4726 
0.6152 

0.0661 
0.0878 
0.1095 
0.1304 
0.1534 
0.1813 
0.2159 
0.2591 
0.3181 
0.4122 
0.5828 

0.0401 
0.0680 
0.0891 
0.1046 
0.1211 
0.1422 
0.1663 
0.1901 
0.2190 
0.2832 
0.4599 

Table 1(b) Q [)/,£) generated from a third-order solution with Z,, = L2 = 1.0 

0.1667 0.3333 0.5000 0.6667 0.8333 1.0000 
1.0000 
0.8333 
0.6667 
0.5000 
0.3333 
0.1667 
0.0000 
0.1667 
0.3333 
0.5000 
0.6667 
0.8333 
1.0000 

0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 

0.0184 
0.0229 
0.0274 
0.0275 
0.0371 
0.0455 
0.0534 
0.0577 
0.0593 
0.0560 
0.0550 
0.0417 
0.0225 

0.0362 
0.0442 
0.0539 
0.0641 
0.0766 
0.0905 
0.1029 
0.1163 
0.1243 
0.1256 
0.1152 
0.0867 
0.0451 

0.0528 
0.0653 
0.0784 
0.0961 
0.1124 
0.1329 
0.1527 
0.1732 
0.1897 
0.1996 
0.1868 
0.1437 
0.0686 

0.0671 
0.0845 
0.1002 
0.1234 
0.1433 
0.1695 
0.1961 
0.2255 
0.2496 
0.2784 
0.2570 
0.2271 
0.0925 

0.0795 
0.1025 
0.1234 
0.1474 
0.1714 
0.1996 
0.2333 
0.2687 
0.3102 
0.3535 
0.3889 
0.3721 
0.1179 

0.0894 
0.1158 
0.1385 
0.1651 
0.1929 
0.2215 
0.2588 
0.2970 
0.3459 
0.3984 
0.4594 
0.5375 
0.6436 

Table 1(c) £>j(ij,£) generated from a third-order solution with Lr = L2 = 1.0 

v 
0 0.1667 0.3333 0.5000 0.6667 0.8333 1.0000 

1.0000 
0.8333 
0.6667 
0.5000 
0.3333 
0.1667 
0.0000 

-0.1667 
-0.3333 
-0.5000 
-0.6667 
-0.8333 
-1.0000 

0.2439 
0.2645 
0.2907 
0.3200 
0.3572 
0.3992 
0.4484 
0.5059 
0.5630 
0.6253 
0.6828 
0.7310 
0.7615 

0.2435 
0.2632 
0.2868 
0.3163 
0.3523 
0.3945 
0.4443 
0.4977 
0.5590 
0.6225 
0.6817 
0.7315 
0.7621 

0.2331 
0.2533 
0.2807 
0.3071 
0.3408 
0.3827 
0.4272 
0.4791 
0.5416 
0.6091 
0.6735 
0.7349 
0.7719 

0.2213 
0.2386 
0.2613 
0.2877 
0.3215 
0.3625 
0.3999 
0.4459 
0.5112 
0.5834 
0.6631 
0.7395 
0.7848 

0.2055 
0.2205 
0.2537 
0.2659 
0.2924 
0.3239 
0.3614 
0.4063 
0.4614 
0.5311 
0.6109 
0.7328 
0.8034 

0.1830 
0.1974 
0.2167 
0.2358 
0.2582 
0.2836 
0.3130 
0.3482 
0.3892 
0.4448 
0.5283 
0.6719 
0.8362 

0.1594 
0.1735 
0.1873 
0.2023 
0.2192 
0.2378 
0.2578 
0.2787 
0.3005 
0.3237 
0.3469 
0.3710 
0.8922 

Gm,„,k (x,y) 

and 

. (xseC(p)tan"Vcos 

v+ = y (! + >>) 

m + n — k tpdip 

V • 0 - 1 ? ) 

r = y a + r) 

(22) 

(23) 

(24) 
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Evaluating equation (19) at (n + l)(2« + l) discrete locations 
{i) = i/n, i = 0, . . . n; £=j/n, j= -n, . . . ,0, . . . ri), a 
matrix equation is generated for the determination of P2ij. 

Once the coefficients P2iJ are determined, the 
corresponding heat fluxes can be written as v 

i=nj = 2n I 

e,(^=-I]E^^(i,r,i„i2) , ! (25) 
i'=0 y = 0 J 

+G1,0,o(r,'?+)-c1,0,o(r,rr)! 
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Table 2 Third-order results for the radiative heat flux at the lower wall. 0{(i), -1) 
i; = 0 0.1667 0.0500 0.8333 

0.1 

0.1 
0.5 
1.0 
2.0 
5.0 
0.1 
0.5 
1.0 
2.0 
5.0 
0.1 
0.5 
1.0 
2.0 
5.0 

0.9687 
0.9624 
0.9579 
0.9485 
0.9310 

0.9210 
0.7954 
0.7615 
0.7514 
0.7376 

0.9158 
0.7074 
0.5686 
0.4476 
0.3802 

0.9689 
0.9627 
0.9582 
0.9488 
0.9313 

0.9213 
0.7973 
0.7621 
0.7537 
0.7395 

0.9159 
0.7081 
0.5708 
0.4521 
0.3859 

0.9712 
0.9647 
0.9603 
0.9514 
0.9345 

0.9241 
0.8137 
0.7848 
0.7730 
0.7561 

0.9159 
0.7152 
0.5924 
0.4919 
0.4362 

0.9769 
0.9697 
0.9658 
0.9578 
0.9421 

0.9402 
0.8606 
0.8362 
0.8183 
0.8003 

0.9273 
0.7760 
0.6963 
0.6350 
0.5854 

1.0 

5.0 

Table 3 Third-order results for the radiative heat flux at the upper wall, g{ [t;,l) 
>j = 0 0.1667 0.5000 0.8333 

0.1 

0.1 
0.5 
1.0 
2.0 
5.0 
0.1 
0.5 
1.0 
2.0 
5.0 
0.1 
0.5 
1.0 
2.0 
5.0 

0.4153 
0.0612 
0.0172 
0.0021 
0.0000 

0.9029 
0.5178 
0.2439 
0.0638 
0.0000 

0.9156 
0.7003 
0.5356 
0.3276 
0.0750 

0.4124 
0.0611 
0.0172 
0.0021 
0.0000 

0.9016 
0.5117 
0.2435 
0.0633 
0.0000 

0.9155 
0.6994 
0.5328 
0.3230 
0.0734 

0.3899 
0.0607 
0.0171 
0.0021 
0.0000 

0.8849 
0.4616 
0.2213 
0.0596 
0.0000 

0.9155 
0.6877 
0.5012 
0.2825 
0.0614 

0.3484 
0.0599 
0.0171 
0.0021 
0.0000 

0.7521 
0.3585 
0.1830 
0.0523 
0.0000 

0.8981 
0.5753 
0.3657 
0.1864 
0.0357 

1.0 

5.0 

Table 4 Third-order results for the radiative heat flux at the side wall, 2,(1,{) 
£=-018333 -0.3333 0 0.3333 0.8333 

0.1 

1.0 

5.0 

0.1 
0.5 
1.0 
2.0 
5.0 

0.1 
0.5 
1.0 
2.0 
5.0 

0.1 
0.5 
1.0 
2.0 
5.0 

0.4719 
0.3142 
0.1866 
0.0828 
0.0308 

0.5409 
0.5601 
0.5375 
0.4732 
0.3319 

0.5350 
0.5815 
0.5928 
0.5789 
0.5168 

0.3452 
0.0717 
0.0207 
0.0048 
0.0000 

0.4964 
0.4359 
0.3459 
0.2076 
0.0491 

0.4909 
0.4711 
0.4435 
0.3847 
0.2401 

0.2767 
0.0356 
0.0090 
0.0018 
0.0000 

0.4704 
0.3694 
0.2588 
0.1233 
0.0165 

0.4660 
0.4136 
0.3689 
0.2959 
0.1526 

0.2208 
0.0206 
0.0048 
0.0008 
0.0000 

0.4454 
0.3202 
0.1929 
0.0740 
0.0058 

0.4426 
0.3607 
0.3021 
0.2224 
0.0948 

0.1565 
0.0101 
0.0015 
0.0000 
0.0000 

0.4078 
0.2286 
0.1158 
0.0313 
0.0000 

0.4081 
0.2829 
0.2076 
0.1266 
0.0328 

Table 5 Third-order results for the centerline temperature 0(0,£) 

Li 1.0 -0.4 0.4 1.0 

0.1 

1.0 

5.0 

0.1 
0.5 
1.0 
2.0 
5.0 
0.1 
0.5 
1.0 
2.0 
5.0 
0.1 
0.5 
1.0 
2.0 
5.0 

0.5179 
0.5206 
0.5226 
0.5264 
0.5330 

0.5596 
0.6171 
0.6297 
0.6345 
0.6415 

0.5706 
0.6839 
0.7474 
0.7990 
0.8276 

0.3329 
0.0959 
0.0405 
0.0125 
0.0000 

0.5093 
0.4544 
0.4336 
0.2205 
0.0601 

0.5257 
0.5636 
0.5782 
0.5626 
0.4134 

0.2500 
0.0533 
0.0203 
0.0058 
0.0000 

0.4797 
0.3697 
0.2500 
0.1178 
0.0170 

0.4995 
0.4953 
0.4830 
0.4355 
0.2500 

0.1935 
0.0345 
0.0123 
0.0039 
0.0000 

0.4503 
0.2959 
0.1729 
0.0653 
0.0054 

0.4733 
0.4272 
0.3892 
0.3180 
0.1419 

0.1373 
0.0189 
0.0050 
0.0005 
0.0000 

0.4016 
0.1927 
0.0859 
0.0219 
O.OOOO 

0.4284 
*. 0.3083 

i 0.2292 
0.1363 
0.0306 
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Fig. 5 Isotherms ( ) and flux lines (-) for the case with 
L, = L 2 = 1.0 

(26) 

+ Go,i.o(r.ij+)+G0.i,o(r,'r) 
where 

mi~2i ni=j 

™«-ZWJ(J*m (h) <*> 
y}2i-mi^niWmi+l,nii2(T),$ 

and 
mi = 2i ni~j mi-1.1 in—j . ^ ; v , • v / •") \ m< / 7 \ «i 

^ • S S D ' J i ) (£) " • > m/=0 w'=0 

v2i-mip-niWi 
mi,ni+ 1,2 fo.fl 

It is important to note that based on the mathematical 
properties of S„ (x) developed in [8], a set of recursive 
relations for Gm_nik(i\,§ and fVmnJC(ri,g) can be readily 
generated. They are listed in Appendix A. Based on these 
relations, M2ij, NY1U and NZ2ij in the above equations can 
be readily evaluated. Indeed, the analysis in Appendix A 
shows that the present technique requires only the numerical 
evaluation of a finite number of single integrals for a com­
plete solution to the problem. 

4 Results and Discussion 

(a) Numerical Accuracy and Efficiency. The major 
advantage of the present solution method is that extremely 
accurate solutions for both the temperature and heat flux 
distribution can be readily obtained with little effort. 
Predictions of the centerline temperature and heat flux 
distribution at the bottom walls generated by the first three 
approximation (n= 1,2,3) of the present approach and those 
obtained by the Hottel zonal method as reported in [4] are 
compared in Figs. 3 and 4. The rapid rate of convergence 
shown in those figures holds in general for all optical 
thicknesses Lx andL2. 

Direct comparison between different numerical procedures 
based on computer time is difficult and often misleading 
because computer time depends not only on the complexity of 
the calculation, but also on the size of a computer and the 

0.8 
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Q 
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LOWER WALL FLUXES 
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L = L 

— APPROXIMATE SOLUTION 
A THIRD ORDER 
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O THIRD ORDER 

UPPER WALL FLUX 

Q_ 

L = IQ/ 

/A 

O 

vL=0.l 

UPPER WALL FLUXES - L=l 

^LHO^ 

0 0.2 0.4 0.6 
V 

0.8 1.0 

Fig. 6 Comparison between equation (30) and the third-order result at 
the upper and lower wall for enclosures with L-) =L2 =L 

i 1 1 1 1 1 1 1 r 

O THIRD ORDER SOLUTION 

J"0TAL HEAT TRANSFER 
VAT LOWER WALL 

Q TOTAL 

Fig. 7 Comparison between total heat transfer results generated from 
equation (30) and the corresponding third-order results for enclosures 
withL1 =L2=L 

efficiency of the programmer. A more accurate comparison 
of the relative efficiency between the present technique and 
the Hottel zonal method is the number of numerical integrals 
required by the two methods and the relative complexity of 
the required integrations. Based on results presented in 
Appendix A, the number of single integratioriirequired by the 
present technique is approximately the same as the number of 
double integrals required by the Hotteli zonal method,with the 
same number of unknowns. Since numerical evaluation of a 
double integration is at least one order jpf magnitude more 
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complex than that of a single integration, the present 
technique is clearly numerically more efficient than the Hottel 
zonal method. 

Another advantage of the present technique is that in 
addition to temperature distribution, detailed information 
concerning heat flux distribution is also generated by the 
computation with no additional effort. The third-order results 
of Piij, #(v,D, Qr,(v,D and Q^v.D for the case with 
£ ,=L 2 = 1 are presented in Tables 1(a), 1(b), and 1(c). 
Results in these tables can be combined to yield the isotherm 
and flux line plot shown in Fig. 5. Similar results for other 
typical cases (L,, L2=0.1, 0.5, 1.0, 2.0, 5.0, 10.0) are 
presented in [10]. Centerline temperature and heat flux 
distribution at the three boundaries for some typical cases 
(which might be of interest to researchers for comparison with 
other techniques) are presented in Tables 2-5. It is interesting 
to note that to generate the same information based on the 
Hottel zonal method would require a tripling of the number 
of double integrations. A direct comparison of numerical 
results also shows that a 28-zones Hottel zonal calculation is 
generally less accurate than the present third order solution. 
To the best of the present authors' knowlege, no other 
solution methods (approximate or exact) for radiative transfer 
can generate as much information with such numerical ef­
ficiency as the present technique. 

(6) Important Physical Results. The qualitative 
behavior of the heat flux and temperature distribution of the 
present two-dimensional problem is well known from 
previous studies [1-5]. Results presented in Tables 2-5 
demonstrate the expected behavior more quantitatively over a 
wide range of system parameters. 

Over the years, numerous analysis of different engineering 
systems have been presented in which the radiative heat flux is 
approximated as a simple diffusion process with Q= -
4/3 V;?. Until now, quantitative evaluation of the accuracy of 
this assumption has never been made, except for one-
dimensional systems. The isothermal and flux line plot 
generated by the present work as shown in Fig. 5 offers an 
interesting possibility for such evaluation. Note that for 
L2=Ll=l (which is optically thick compared to most 
combustion systems), the isothermal line is in not per­
pendicular to the flux line. The diffusion approximation is 
thus in general not accurate for such systems, both in 
predicting the magnitude and the direction of the radiative 
heat flux vector. The validity of many previous analysis which 
utilized this approximation is thus needed to be reevaluated. It 
is also interesting to observe that because of the temperature 
slip, the isotherms shown in Fig. 5 are not parallel to the 
isothermal wall. 

(c) Approximate Solutions. For practical engineering 
application, the development of accurate and simple-to-use 
expressions for the prediction of heat transfer and tem­
perature profile within a multidimensional systems at 
radiative equilibrium is important. Until now, development of 
such expressions, even empirically, is difficult due to the lack 
of reliable numerical data. The present results, which include 
detail information concerning both temperature and heat flux 
distribution, serve ideally as basis for such development. 

In one-dimensional analysis, it is well known [9] that the 
traditional diffusion approximation is quite accurate and 
yields the following expression for the radiative heat flux, 

Q= 
l 

(29) 
1 + 3L/4 

Using the fact that \/L and 1 can be interpreted as the op­
tically thick and thin limits of the radiative heat flux, the 
Present work proposes to generalize the above expression for 
multidimensional application to become 

A THIRD ORDER 
SOLUTION 

L=I0.0 
L = I.O 
L = O.I 

e o 

- 0 . 4 -

-1.0 J I i i 
0.4 0.6 

9(0,0 
Fig. 8 Comparison between equation (31) and the corresponding 
third-order solution of the centerline temperature 6[0,Q with L^ =L2=L 

1 

1 3 
+ 

i=x,y,z (30) 

Qo,i 4Qc,i 

In the above expression, Q0J stands for the optically thin 
limiting expression of the radiative heat flux which is a 
function only of geometry, and Qcj stands for the 
corresponding optically thick limit which can be readily 
generated by solving an equivalent conduction problem with 
identical boundary conditions. Since solutions to conduction 
problems (by both analytical and numerical method) are well 
known, equation (28) clearly represents an exceedingly 
simplified approach in evaluating approximately radiative 
heat flux in a multidimensional system. 

It is important to note that equation (30) is developed 
entirely empirically from physical reasoning. It is intended 
only to be a tool for practicing engineer to generate first-order 
estimate of the radiative heat flux. For the present rectangular 
enclosure, however, the accuracy of the expression is sur­
prisingly good. Heat flux distributions and average heat flux 
at the three boundaries predicted by equation (30) and the 
corresponding third-order results for different system 
parameters are compared in Figs. 6 and 7. 

Utilizing a similar argument, the present work proposes the 
following empirical expression for the temperature 
distribution 

* = ( l - _ ) , c + 
IQI 

0o (31) 
I Q 0 I / " C ' IQol 

In the above expression, i?c and d0 stand of the optically thick 
and thin limiting expression of the medium's temperature, 
respectively. For a general enclosure, d0 can be generated by 
solving an energy equation such as equation (13) in the op­
tically thin limit. For the rectangular enclosure, for example, 
it can be readily shown that d0 is given by y 

4-ir j 

Similar to Qc (»/,£"), &c(y,D can be generated from an 
analytical or numerical solution to a corresponding con-

Journal of Heat Transfer MAY 1984, Vol. 106/439 

Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



duction problem. The accuracy of equation (31) is again quite 
good for the rectangular enclosure. Centerline temperature 
profiles generated by equation (31) and the corresponding 
third-order results for some typical cases are shown in Fig. 8. 

5 Conclusion 

Radiative heat transfer in a rectangular enclosure with gray 
medium at equilibrium is considered. The method of point 
allocation is demonstrated to be effective in generating ac­
curate solutions to the problem. Utilizing properties of S„ (x), 
a class of generalized exponential integral functions studied 
extensively in a previous reference [8], the present solution 
technique is shown to be extremely efficient compared to the 
Hottel zonal method. Detailed temperature and heat flux 
distribution both within the medium and at the different 
boundaries are readily generated from the present approach. 
Based on the present results, the physics of multidimensional 
radiative heat transfer is illustrated and discussed. 

Simple closed-form expressions are proposed for the 
estimate of heat transfer and temperature profile in a 
multidimensional system at radiative equilibrium. These 
expressions are generated empirically by requiring that they 
have the correct behavior in both the optically thick and thin 
limits and are intended only for practical engineering ap­
plication. For the rectangular enclosure, the accuracy of these 
expressions over all optical thicknesses is demonstrated to be 
good. 

6 Acknowledgment 

This work is based upon work supported by the National 
Science Foundation Grants No. ENG 78-05587 and MEA 80-
24824. 

References 

1 Taniguch i , H . , " T h e Radiat ive Hea t Transfer of Gas in a Three -
Dimensional System Calcula ted by Mon te Ca r lo M e t h o d , " Bulletin JSME, 
Vol. 12, 1969, p p . 6 7 - 7 8 . 

2 Hot te l , H . C , and C o h e n , E . S. , " R a d i a n t Hea t Exchange in a Gas-Filled 
Enc losure : Al lowance for Non-Uni formi ty of Gas T e m p e r a t u r e , " AIChE 
Journal, Vol . 4 , N o . 1 ,1958, p p . 3-14 . 

3 Gla t t , L . , and Olfe, D . B . , "Rad ia t ive Equi l ibr ium of a Gray M e d i u m in 
a Rectangular E n c l o s u r e , ' ' Journal of Quantitative Spectroscopy and Radiative 
Transfer, Vol . 13, 1973, p p . 881-895 . 

4 Modes t , M . F . , "Rad ia t i ve Equi l ibr ium of a Gray Med ium in a Rec­
tangular E n c l o s u r e , " Journal of Quantitative Spectroscopy and Radiative 
Transfer, Vol . 1 5 , 1 9 7 5 , pp . 4 4 5 - 4 6 1 . 

5 Modes t , M . F . , "Two-Dimens iona l Radiat ive Equi l ibr ium of a Gray 
Med ium Between Concen t r i c C y l i n d e r s , " Journal of Quantitative Spectroscopy 
and Radiative Transfer, Vol . 19, 1978, p p . 353-365 . 

6 Yuen , W. W . , and Tien , C . L. , " A Successive A p p r o x i m a t i o n A p p r o a c h 
to P rob lems in Radia t ive Transfer with a Differential F o r m u l a t i o n , " A S M E 
J O U R N A L OF H E A T T R A N S F E R , Vol . 102, N o . 1, 1980, p p . 8 6 - 9 1 . 

7 Yuen , W. W . , and W o n g , L . W . , " H e a t Transfer by Conduc t ion and 
Rad ia t ion in a One-Dimens iona l Absorb ing , Emi t t ing and Anisot ropica l ly 
Scatter ing M e d i u m , " A S M E J O U R N A L OF H E A T T R A N S F E R , Vol . 102, 1980, p p . 

303-307. 

8 Yuen , W . W . , and W o n g , L. W . , "Numer i ca l C o m p u t a t i o n of an Im­
p o r t a n t Integral Func t ion in Two-Dimens iona l Radia t ive T r a n s f e r , " Journal of 
Quantitative Spectroscopy and Radiative Transfer, Vol . 29, N o . 2, 1983, p p . 
145-149. 

9 Siegel, R. , and Howel l , J . R. , Thermal Radiation Heat Transfer, 
McGraw-Hi l l , N . Y . , 1972. 

10 Yuen , W, W . , " N u m e r i c a l Results of Radiat ive Hea t Transfe r in a 
Rectangular Enclosure Wi th Gray Medium at Radiat ive E q u i l i b r i u m , " UCSB 
Repor t N o . M E - 8 3 - 1 , 1983. 

A P P E N D I X A 

Properties of Wm<„ik \t\,<p) and GmAtk(x,y) 

Using the recursive relation of S„ (x) as illustrated in [8], it 
can be readily shown that 

^oSk(x)x"'+"dx=(m + ny.[sm+n+k+i(0) (Al) 

Zj ^m+n+k+l-s\ r>-
r5 

Based on the above equation, equation (21) is reduced to 

[ s = m +, E 
, . _ n 

H, m,n,k,s (l).<P) 

Si 
(A2) 

[ l + ( - l ) ' " ] [ l + ( - l ) « ] 

r ( ^ ) 

where 

^m.n.k,AV><P) 

•2 i 

0 
lr(<p)YS, m+rt + k+ \ -s 

.(0) 

~r(tp)]cos'"<p sin"<pdtp (A3) 

Values for r(<p) can be readily deduced from Fig. 2. Indeed, 
HmnJs(r),<p), which is required for the solution to equation 
(19), can be expressed as 

H,„,n,u (V><P) = G„,,„,s (y" . f " ) + G,w ( r .V ~) (A4) 

( - i ) m [ G H , ^ ( i ? + , r ) + G » . » . , ( r , » j + ) ] 

( - mG„,m,s o r ,r)+G,„,„,S <r ,v-y\ 
(-ir+"lG„imiS(n+ ,t+) + Gm,„,At+ ,v+)] 

where ?/+ , T/~ , f+ , and f~ are as defined by equations (23) 
and (24). Similar expressions can also be generated for 
Hm.n,2,s(rl>fi> which is required for the evaluation of heat 
fluxes. 

The foregoing development proves that the evaluation of 
wm,n,i{

ri>'P) a n d rVm.n.iiVt'P) requires only the evaluation of 
Gm,n,k (x,y). Based on equation (22) and properties of S„ (x), 
it can be readily shown that G,„ink (x,y) satisfies 

x*rG„,„_,l.0(x,.y) k<n a (yv^-{x Gm,n-k,a{x,y) k< 
^,n,n,kKX,y) lxnGmAk_Ax>Y)n< k<m + n 

and 

Gm,„,0(x,y) 
,2\'/i-\,,m-l v n + l ,n[(x2+y2)'A]y"'-ix 

(l+n)[(x2+y2y/2}'"+" 

| (m- \)Gm_2l,+2Q(x,y)-xGnhn__L0(x,y) 

1 +n 

when m > 1 and n > 1 and 

Si+m^[{x2+y2)v']xym-' 

(A5) 

(A6) 

r ix,y) = • 
l(x2+y2)Y'] 2\'/i-\m-k+ 1 

(A7) 

+ (k — 2)GnuQjc_i(x,y) + (m—l)x Gm_2,o,k-3 

when k>1. 
Based on the foregoing relations, it is apparent that the 

determination of Gmnk(x,y) requires only the numerical 
evaluation of Gmfifi(x,y), G0y„fi(x,y), G,„,0,i (x,y) andG ,„, „, 2 

(x,y). In the M h approximation, the value of m and n 
required for the evaluation of various coefficients in 
equations (19), (25), and (26) ranges between 0 and 2N+ 1. At 
each allocation point, each integral is required to be evaluated 
4 times (for both ij+ , r/- , and f+ , f~). For (27V+ l)(N+ 1) 
allocation points, a total of \6(2N+2)(2N+l)(N+\) single 
integrations are thus required for theWth order solution. A 
Hottel zonal calculation utilizing (2N+ i)(N+ 1) zones, on the 
other hand, would require a total of [2N+ 1)(/V+1) 
[(2/V+ l)(N+1) + l]/2 double integrations. , , , 
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A Limiting Approach for the 
Evaluation of Geometric Mean 
Transmittance in a 
Multidimensional Absorbing and 
Isotropically Scattering Medium 
The calculation of the geometric-mean transmittance factor between areas with an 
intervening absorbing and isotropically scattering medium is considered. While an 
exact expression for the factor is shown to be quite complicated, the upper and 
lower limits of the factor can be readily generated from physical consideration. 
Integral expressions for successively increasing {decreasing) values of the lower 
(upper) limits are obtained. For two-dimensional systems, these expressions are 
reduced to integrals involving Sn (x), a class of exponential integral function that 
has been tabulated in a previous work. Utilizing the kernel substitution technique, 
these integrals are evaluated analytically in closed form for some selected 
geometries. For cases with small optical thickness and large scattering albedo, both 
limits are shown to converge relatively slowly to the actual transmittance factor. But 
the decreasing difference between the two limits provides accurate estimate of the 
geometric-mean transmittance factor. Based on these results, some interesting 
conclusions concerning the effect of scattering on multidimensional radiative 
transmission are established. 

1 Introduction 

The importance of scattering in the analysis of radiative 
heat transfer in many practical combustion systems is well 
known [1], In recent years, significant work has been reported 
in determining the scattering effect on various radiating 
systems with simple geometries [2-5]. 

For practical application, one of the important radiation 
parameters is the geometric-mean transmittance factor 
between two arbitrary surfaces. For an intervening medium 
that is nonparticipating or purely absorbing, the 
mathematical formulation and method of evaluation for such 
factors are well known [6, 7]. For an intervening absorbing 
and scattering medium, however, the amount of reported 
work is scarce. In their book [6], Hottel and Sarofim 
estimated the upper and lower limits of the transmisivity and 
reflectivity of a one-dimensional isotropically scattering slab. 
In a recent work [8], the present author developed simple 
analytical expressions for the first approximation of the upper 
and lower limits of the geometrical-mean transmittance for 
three selected geometries. These two works, to the best of the 
present author's knowledge, appear to be the only reported 
efforts attempting to deal with this difficult problems. 

The objective of the present work is to show that by 
utilizing some simple physical reasoning, the mathematical 
development presented in [8] can be generalized to yield 
successively improved estimates of the upper and lower limits 
of the geometric-mean transmittance factor. Rates of con­
vergence of the two limiting expressions toward the exact 
value of the transmittance factor are shown to be quite slow 
for cases with small optical thickness and large scattering 
albedo. If considered separately, each limiting expression thus 
has uncertain accuracy in determining the exact transmittance 
factor. But considered together, the decreasing difference 
between the two expressions can be used to yield successively 
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improved approximate values for the transmittance factor 
and the associated uncertainty. These results are used to assess 
the effect of scattering on radiative transmission in simple 
systems. At certain optical thicknesses and scattering albedos, 
the scattering contribution to the total geometric-mean 
transmittance factor is shown to be very significant. 

2 Analysis 

(a) General Formulation. For two arbitary infinitesimal 
area dA0 and dA, the energy transfer by radiation from dA0 

to dA can be written as 

dQd i —Qo.odA0dFdo_dA (TM_dA + rrf0-d>i) (1) 

where qo0 is the radiative heat flux leaving surface dA0, 
dFd0_dA is the shape factor between dA0 and dA, Td0~dA is the 
geometric-mean transmittance between dA0 and dA 
calculated only along the line of sight between the two areas, 
and rdo-d/t is the added fraction of energy transfer due to the 
effect of scattering from elements away from the line of sight. 
The expression of rd0^dA can be readily obtained from 
standard reference [6]. 

In reference [8], first-order approximation for the upper 
and lower limits of 7rf0„rfo were generated by considering 
radiative transfer between dA0 and dA via scattering from a 
single volume element. Indeed, utilizing a coordinate system 
as shown in Fig. 1, these limiting expressions are shown to be 

dFM_dA[Td0„dA]l= — J \ j Z\e~ 

L\ 
-dxxdyxdzx (2) 

dFd0_dA [1%-^]/ — — j dA 
Air 

i l l 
Zi(n'r[A)e-

-dx\dyxdz\ (3) 
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z 
d A ( x , y , z ) 

n" \ 

-> X 

dA0( 0 ,0 ,0) 
Fig. 1 Coordinate system and geometry for the calculation of the first-
order approximation of the geometric-mean transmittance 

dA0( 0 , 0 , 0 ) 
Fig. 2 Coordinate system and geometry for the calculation of the 
second-order approximation of the geometric-mean transmittance 

where 

and 

E=a+ a 

L,=(.x]+y\+z\)ul 

(4) 

(5) 

«"M = (*i -x)i+ (yi -y)j+ (zi -z)k (6) 

In the foregoing expressions, dA0 is assumed to be a diffuse 
surface; a and o^are the absorption and scattering coefficients 
of the medium; i,j, and k, unit vectors in the x- y- and z-
direction; n, the unit normal to the surface dA; and rIA, the 
magnetude of the vector r M . Physically, equation (2) is 
generated by assuming that all energy scattered by the volume 
dxxdyxdz\ will be absorbed by dA. It is clearly the upper limit 
of T^io-dA • Equation (3), on the other hand, assumes that only 
the energy scattered from the volume dxxdy^dz\ in the 
direction of dA will be absorbed by dA. Since there are always 
secondary scatterings, equation (3) clearly gives the lower 
limit of 7do-rf/i • The limits of integration for equations (2) and 
(3) generally remain unspecified until the geometry of the 
scattering medium surrounding dA0 and dA is defined. 

Improved estimates for the upper and lower limits of 
Tdo-dA can be generated by considering physically the added 
energy transfer between dA0 and dA due to scattering by 
multiple volume elements. For example, consider the effect of 
scattering from two volume elements as shown in Fig. 2. The 
second-order approximations of the lower and upper limits of 
7rf0_rf/4 can be readily written as 

dV(x2,y2>Z2) where 

dFdO-dA [TtfO-d/lL —dFd0_dA [7rf0-rf/t]/ + Gu 

dFdO-dA [TdO-dA]/=dFdO-dA l^dO-dA)/ + G/ 

dAir 
1 

(7) 

(8) 

4v* 

i - J Z\ e~E{Ll + r12) 

dXjdy^dZi dx2 dy2 dz. (9) 

and 

16TT 3 
dA 

J - i 
zl(n'r2A)e~E{Li+r'2+r2A) 

L\r 12>~2A 
dxxdy{dz\dx2dy2dz2 (10) 

a 
A 

dF 

E 
F 
G 

/ 

J k 
I 

Lt 

^ 

Mx 

= absorption coefficient 
= area 
= shape factor between 

differential areas 
= extinction coefficient 
= shape factor 
= functions defined by 

equations (15), (16), (24) 
and (25) 

= unit vector in x-direction 
= unit vector in ^-direction 
= unit vector in z-direction 
= component of normal 

vector n in the x-direction 
= length defined by equation 

(5) 
= length defined by equation 

(17) 
= length defined by equation 

(22) 

M, 

MiA 

MnA 

n 

n 
Qo 

Q 

hiA 

S„{x) 

u„ 

vn 

w* 

length defined by equation 
(26) 
length defined by equation 
(23) 
length defined by equation 
(27) 
component of normal 
vector n in the z-direction 
unit normal to area A 
outgoing radiosity 
energy transfer, equation 
(1) 
vector directed from 
element dA„ to dA 
experimental integral 
function 
functions defined by 
equations (32) and (52) 
functions defined by 
equations (33) and (53) 
functions defined by 

X = 

y = 
z -
a = 
r = 

Subscripts 

0 = 

dO-dA = 
i — 

I = 
u = 

equations (36), (43) and 
(56) 
coordinate 
coordinate 
coordinate 
scattering coef ficent 
geometric transmittance 
factor 

parameter associated with 
area dA0 

between area dA0 and dA 
coordinates of the rth 
scattering element 
lower limit , 
upper limit "\ 

Superscripts 
i 

n = order of approximation 
s — scatteringxpntribution 
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In the above equations, rl2 and the vector r M are given by 

rn = l(xl-x2)
2+(yl-y2)

2+(zl-z2)
2],/2 (11) 

*2A = (x2-x)i+(y2-y)]+(z2-z)k (12) 

Physically, G\ represents the radiative energy that is scattered 
in all direction after scattering by two arbitrary volume 
elements. It is clearly the maximum amount of energy which 
can be scattered twice and intercepted by dA. Gj, on the other 
hand, represents the radiative energy that is scattered in the 
direction of and intercepted by dA after two scatterings. It is a 
minimum since energies that are scattered more than twice 
and intercepted by dA are not included in the consideration. 

The foregoing mathematical consideration can be readily 
generalized to yield successively higher-order approximations 
of the two limits. Using the same physical arugment, it can be 
readily shown that the nth approximations for the two limits 
can be written in terms of the (n-l)th approximation by 

dFd0^A[Ts
M_dA]''=dFM^A[^0_dA]rl +&!, (13) 

dF, [rs
d0-dA]i=dfdt dO-dAUdO-dAll i W dO-dAlTdO-dAil 

where 

• J . . . J (^Z^_\(fl^dxidyidz)dxldyldzl (15) 

and 

/ a \ " dA 

f f Zi(n"V4)e~£(L'+'>'-4> 

(8: >dXjdyjdZj 
JdXidyi dzx (16) 

In the above expressions, (xhyhXi) is the coordinate of the /th 
scattering volume elements; L, and rnA 2are given by 

L, = [(x,-AT,_,)2 + iy>-yi-i)2 + (Zi-Z;-1 )2 

r„A = (x„ -x)i+ (y„ -y)J+ (z„ -z)k 

(17) 

(18) 

Physically, it is reasonable to expect that in the limit of 
«-*oo, the upper (lower) limit of the scattering contribution to 
the geometric mean transmittance decreases (increases) 
monotonically toward the exact value. Mathematically, 
however, it can be readily shown that the rate of convergence 
is quite slow. A single limiting expression is thus ineffective in 
approximating the exact value. Considering both limiting 
expressions simultaneously, on the other hand, relatively 
narrow bound of the exact value can be readily generated even 
with small values of n. 

(b) Two-Dimensional Systems. For systems with two-
dimensional geometry, the foregoing equations can be 
simplified. Specifically, consider dA to be an infinite strip of 
width dS with the unit normal n given by 

n = li + nk (19) 

equations (1), (13), and (14) still remain valid provided dA0 

and dA are interpreted as infinite stripes. Integrals in the y-
direction in equations (2), (3), (9), (10), (15), and (16) can be 
readily evaluated. As shown in [8], the first-order ap­
proximation of the upper and lower limits become 

dF, (TdO-da) dO~dA \<d0-da ' - • I J z,S2{EMx) 
dx,dz\. (20) 

dFdO-dA (TdO-dA )/ = 
adS 

II 
where 

and 

zd(Xi -x)/+(Zi -z)n]S2(EMl)S2(EMlA) 

M\M\A 

Ml={x]+z})in 

MiA=l(xl-x)2 + (zl-z)2]u2 

Equations (15) and (16) become 

dzidz, (21) 

(22) 

(23) 

(24) 

\rx+G'l (14) G; 

i • I 

dS 

Zi [(x„ -x)l+ (z„ -z)n]S2(EMl)S2(EM„A) 

AfiMl* 

{L2 M, 
dXjdzijdx{dzl 

where 

and 

M, = [ f c - x / _ 1 ) 2 + ( z / - z , - 1 ) 2 ] 1 

(25) 

(26) 

MnA = [(.x„-x)2+{zn-z)2Yn (27) 

In the foregoing equations, S„ (x) is the exponential integral 
function, which has been defined and studied extensively in 
[8] and [9]. Equations (20), (21), (24), (24), together with 
equations (13) and (14), thus constitute a complete set of 
methematical relations, from which the upper and lower 
limits of Tjo-dA can be estimated to an arbitrary order degree 
of accuracy. 

3 Application 

In this section, the general mathematical expressions 
developed in the previous section are applied to three selected 
geometries to illustrate quantitatively the effect of scattering 
on the geometric-mean transmittance. The effectiveness of the 
present approach is also demonstrated. The three cases 
considered are identical to those studied in [8]. 

Case 1. In this case, the scattering contribution to the 
geometric-mean transmittance between dA0 at the origin and 
an infinite parallel plane A facing downward toward dA0 at a 
given vertical height z is considered. The geometry is shown in 
Fig. 3(a). The scattering medium is the semi-infinite region 
below the horizontal plane at z. As in [8], all required in­
tegrations are simplified by the introduction of the following 
kernel substitution 

St(x)=e 

S2 (x) •• •£>• 

(28) 

(29) 

The accuracy of equations (28) and (29) is illustrated in the 
same reference. 

Substituting equations (28) and (29) into equations (24) and 
(25) and integrating over the following limits \ 

— 00 <Xj < 0 0 , 

— oo<x<oo 
— <x<Zj<Z, 

0<Z, <Z 

i= hn 
i 

i = 2,ri 
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* z 

-z = z >0 .±nL 
!dAr 

-->x 

JLnj_ 
dAn 

(a) t z 

I 

fh -z = z <0 

(b) 

±nJ_ 
ldA0 

x=x >0 

Fig. 3 Geometries of the three specific cases for dA0 and A con­
sidered in the present work 

it can be readily shown that G"u and G'j are readily reduced to 

j r 2 \ " - ' 

G::=2<7( — ) v„ (30) 

.2 s n - 1 

e-2&C/„ (3D 

The functions (7„ and V„ in the above equations satisfy the 
following recursive relations 

T 16 MT rr fw +8\ 
n-[E(**-M)\\.TUn-l~\~ir)e 

TT2 + 8 \ ( 2 - i - ) a 
W2 

with 

and 

F«=(^)K'-e"4&^) 
C/,=z 

V' = ( 2 i ) ( 1 - e " 2 a ) 

(32) 

(33) 

(34) 

(35) 

The function W^ in the above equations is defined by 

^ = J . . .J ,r 1 ^ u -^- l ) 

FM-A(^o~A)i=^-e-2Ez) (39) 

F*>-A(i*<n-A)) = <»E&-2Et (40) 
with co = a/E being the familiar scattering albedo. Based on 
equations (39) and (40), and the recursive relations defined by 
equations (13) and (14), and the expressions for G" and G" as 
expressed in equations (30-38), the upper and lower limits of 
the scattering contribution to the geometric-mean trans-
mittance can be readily determined for arbitrary values of n. 

Case 2. In this case, A is an infinite parallel plane facing 
upward at a given location — z as shown in Fig. 3(b). The 
scattering medium is the semi-infinite region above the 
horizontal plane at - z. Limits of integration become 

— oo<Ar,<oo, i=\,n 
— oo<x<oo 
-Z<Zj«», i = 2,n 

0<z, <oo 

Direct integration of equations (24) and (25) shows that the 
generalized relations represented by equations (30-33) remain 
valid for this geometry. Equations (34-38), however, are 
replaced by 

U, = 
1 

AE 

i = n-\ n -E\zj-Zj-\ I 

=,) dZi )dz\ (36) Vi = IE 

(41) 

(42) 

For n = 2, the above integral can be readily evaluated to yield 

WV=e 4 (4-) Ez 
• 1 ) ' 

miz 

W"n=\ ... jz™ 
;(2*i + - 7 ^ - 1 ) 

( W W ) ! [ ( T - 2 ) £ ] 
(- l) '"w! 

(j-M 
(37) 

, i = n - i i" . . 

v 1=2 ' 

wp = 
For n > 2, W" can be obtained from the following recursive 
relation 

W!!= E 
2{-2)rm\ W^Z[ zm + xW°n„x- W;^1 

r=o (m-r)l(ir2E)r+l m+\ 
(38) W"n= E 

KT "ft" 

r=o (w-/ - ) ! (7r 2 £) r + 1 w + 1. 

(43) 

(44) 

(45) 

From [8], the first-order approximation of the two limits of 
7s

d0-A are 
Results in reference [8] yield the following expressions for the 
lower and upper limits of r^0-,4 p •, 
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Fig. 5 The convergence behavior of Fd0_A T§O-A ' ° r case 2 with 
Ez = 1.0 

FdO-A (TclO-A ) U — <° 

dO-A W O (Trfo-/i) ' - (7) ' 
.-2Ez 

(46) 

(47) 

Equations (30-33), (41-47), together with equations (13) and 
(14) can now be used to generate successive approximations 
for the upper and lower limits of T^O-A f ° r t m s c a s e -

Case 3. In this case, A is an infinite vertical plane facing the 
origin at a given location z as shown in Fig. 3(c). The scat­
tering medium is the semi-infinite region to the left of the 
vertical plane at x. Limits of integration for this case become 

— 00 <*,• < x , i=l,n 
— o o < z < o o 
— oo<Z) <oo, i = 2,n 

0 < z , <oo 

As shown in [8], additional kernel substitutions for the 
regular exponential functions £, (x) and E2 (x) are required 
before integrals as represented by equations (24) and (25) can 
be evaluated in closed form. These substitutions are 

After integrations, a set of equation analogous to equations 
(30-40) are generated. They are 

4(7 / f f 7 T 2 \ " - ' 
G " = T ( T - ) V- (50) 

G ? =w^!y~V^t/„ (51) 
r V 8 / 

/" = [£(J-64)][Tt/"-1_(7r4 ) 
7T2+8X (2 - -V) * ' W° '] 

(52) 

F " = (^)(2K"-1_e"4^) ( 5 3 ) 

TV "1 / ( 2 - - )EX 8 \ 

^)](e * -4~J (54) [ / , = 
L2E(ir-4)-

V, = -„ 1 (s)0 
e * 

) 
(55) 

W™ = 

! • • • ! 

-V Exn _ , - i £l.v, I / ' ' " ^ ' - ^ *!*/ -*/- 1 I , \ . 
fe 4 e * ( L e rfx,-Jo!x, 

(56) 

r = 0 

m !x"' 

<-"'[(7-4>]' 
— ( - I)"'AK! r 

[(7-7)*]"' K W H 
•] 

£, (x) =2e~2 x 

£ 2 ( x ) = e ~ ^ 

(48) 

(49) 
M 

m_ V 2(-2 ) r m! W^rf xm + 1 f^_! - W„"-

0 (m-r)l(Tr2E) \{ir2F\r+i m + \ 

(57) 

(58) 
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Table 1 Values of the upper and lower limits of Fd0^A T^Q^A for case I (n is 
the order of approximation used in generating the presented values) 

Ez(FM-ATdO-A) 

0.1(0.8326) 

0.5(0.4432) 

1.0(0.2194) 

2.0(0.0602) 

CO 

0.1 
0.5 
0.9 

0.1 
0.5 
0.9 

0.1 
0.5 
0.9 

0.1 
0.5 
0.9 

n 

5 
12 
25 

5 
13 
25 

5 
12 
25 

5 
9 

25 

Fd0-A i^dO-A )/ 
0.8479e-2 
0.5062e-l 
0.1285 

0.1950e-l 
0.1304 
0.4035 

0.1472e-l 
0.1125 
0.4518 

0.4155e-2 
0.4071e-l 
0.2890 

Fd0-A (Td0-A )u 
0.8479e-2 
0.5062e-l 
0.1302 

0.1950e-l 
0.1304 
0.4122 

0.1472e-l 
0.1126 
0.4696 

0.4156e-2 
0.4075e-l 
0.0329 

Table 2 Values of the upper and lower limits of FM__A ^ . ^ 
for case 2 (« is the order of approximation used in generating 
the presented values: note that Fd0_ATM^PA >s z e r o f°r this 
case) 
Ez 

0 

0.1 

0.5 

1.0 

2.0 

CO 

0.1 
0.5 
0.9 

0.1 
0.5 
0.9 

0.1 
0.5 
0.9 

0.1 
0.5 
0.9 

0.1 
0.5 
0.9 

n 

5 
11 
25 

5 
12 
25 

5 
13 
25 

6 
14 
25 

7 
17 
25 

Fd0-A (7rf0-/t ); 
0.2648e-l 
0.1779 
0.5782 

0.2192e-l 
0.1552 
0.5490 

0.1025e-l 
0.8803e-l 
0.4320 

0.3928e-2 
0.4182e-l 
0.3059 

0.5647e-3 
0.8761e-2 
0.1424 

' Fd0^A (^dO-A)u 
0.2648e-l 
0.1781 
0.5955 

0.2193e-l 
0.1553 
0.5682 

0.1026e-l 
0.8809e-l 
0.4585 

0.3929e-2 
0.4186e-l 
0.3407 

0.5648e-3 
0.8767e-2 
0.1911 

Table 3 Values of the upper and lower limits of Fd0_A T 0̂->I for case 1 (« is 
the order of approximation used in generating the presented values) 
Fx(FM_ATd0^A) 

0(0.5000) 

0.1(0.3480) 

0.5(0.1409) 

1.0(0.5822e-l) 

2.0(0.1203e-l) 

CO 

0.1 
0.5 
0.9 

0.1 
0.5 
0.9 

0.1 
0.5 
0.9 

0.1 
0.5 
0.9 

0.1 
0.5 
0.9 

n 

5 
11 
13 

5 
11 
13 

5 
12 
13 

5 
13 
14 

6 
15 
15 

Fd0-A (frfO-,4 )/ 
0.1478e-l 
0.9759e-l 
0.2963 

0.1749e-l 
0.1166 
0.3600 

0.1660e-l 
0.1216 
0.4408 

0.9447e-2 
0.7974e-l 
0.3771 

0.1948e-2 
0.2204e-l 
0.1920 

Fd0-A (^dO-A )« 
0.1479e-l 
0.9766e-l 
0.3333 

0.1749e-l 
0.1167 
0.4059 

0.1661e-l 
0.1217 
0.5231 

0.9454e-2 
0.7980e-l 
0.4558 

0.1949e-2 
0.2206e-l 
0.3368 

8 

Fdo-A(TSdo-A)l=~(2-e~~*EX) (59) 

^-j(~JTV-e ' ) (60) 

4 Results and Discussion 
The rate of convergence of the present approach in 

determining the actual scattering contribution of the 
geometric-mean transmittance is illustrated for the three cases 
in Figs. 4, 5, and 6. Since G"u and G" are both proportional to 
a" (and consequently to a>") as shown in equations (50) and 

(51), the upper and lower limits of the geometric mean 
transmittance is a polynominal in oi of order n at the «th 
approximation. Cases with small scattering albedo thus 
converge relatively quickly. The general behavior of the 
numerical results for different optical thickness is similar to 
those presented in these figures. The rate of convergence 
general decreases with increasing optical thickness. For cases 
1 and 2, evaluations of the two limits are carried out only up 
to n = 25. At n > 25, numerical results shoW, that the dif­
ference between successive approximations is'smaller than the 
accuracy of the computer. The higher-qfder results for these 
two cases are thus meaningless. For case 3, the two limiting 
solutions begin to oscillate as n becomes large, This behavior 
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is probably due to the error of the kernel substitution. The 
computation is thus stopped at the lowest value of n beyond 
which this oscillation occurs. 

In spite of the foregoing limitations, the present results 
show clearly that the effect of scattering is extremely im­
portant and cannot be ignored in any realistic engineering 
calculation involving radiative transfer. The best estimates of 
the two limits of the scattering contribution to the geometric 
mean transmittance for the three cases are presented in Tables 
1, 2, and 3. Geometric mean transmittances without the 
scattering contribution are presented in these same Tables for 
comparison. In all three cases, it can be readily observed that 
for cases with intermediate or large scattering albedo (co > 
0.5), scattering is the major contribution to the geometric 
transmittance. Neglecting scattering in these cases can lead to 
errors ranging from 6 percent (co = 0.5, Ez = 0.1 in case 1) to 
1000 percent (to = 0.9, Ex = 2.0 in case 3). In case 2, in fact, 
scattering represents the only contribution to the geometric 
transmittance function. The effect of scattering also appears 
to be most dominant for cases withn intermediate optical 
thickness. 

Finally, it is interesting to observe that the geometry in case 
2, with Ez = 0, can be considered as an approximation of a 
burning fuel bed. Results in Table 2 show that the amount of 
radiation reabsorbed by a fuel bed enclosed by a scattering 
medium (such as the flame) can be as high as 60 percent. 
Because of the presence of soot and other products of in­
complete combustion, the scattering albedo for most com­
busting media is not small. The present results clearly 
demonstrate that any energy balance calculations for such 
fuel beds without including the effect of scattering can be in 
substantial error. 

5 Conclusion 

An approach is developed to evaluate the upper and lower 
limits of the geometric mean transmittance between surfaces 

with an intervening absorbing and scattering medium. Ex­
plicit analytical expressions are generated for three systems 
with two-dimensional geometry. Results show that for such 
systems, the effect of scattering is extremely important and in 
some cases constitutes the dominant effect in radiative 
transfer. An interesting result concerning the reabsorption by 
a burning fuel bed is also generated. 
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Two-Dimensional, Combined-lode 
Heat Transfer by Conduction, 
Convection, and Radiation in 
Emitting, Absorbing, and 
Scattering Media-Solution by 
Finite Elements 
This paper is concerned with a two-dimensional analysis of combined mode heat 
transfer using finite elements. Conduction, convection, and radiation are coupled in 
the emitting, absorbing, and scattering medium. The standard Galerkin finite 
elements can be used if the product of Reynolds number and Prandtl number is 
equal to or less than 1000. It is shown that the two-dimensional heat flux integration 
can be efficiently performed via Gaussian quadrature applied to isoparametric 
finite elements where no limitations to optical thicknesses are imposed. Numerical 
results are demonstrated for a diverging or converging channel. It is observed that 
the radiation effect on the temperature profile is more significant in the diverging 
than in the converging channel. Effects of Reynolds number, Prandtl number, 
albedo, and optical thickness upon temperature distributions are also investigated. 

1 Introduction 
Energy transfer in absorbing, emitting, and scattering 

media is an important consideration in rocket propulsion, 
plasma generators for nuclear fusion, ablating systems, 
hypersonic shock layers, nuclear explosions, etc. Equations 
governing such energy transfer may represent a combining 
mode heat transfer by conduction, convection, and radiation. 

The radiative heat transfer problems with one-dimensional 
radiative heat flux have been solved and well documented in 
the literature [1, 2]. In recent years, solutions by finite 
elements have also been reported [3-5]. The purpose of the 
present paper is to compute the radiation function in terms of 
surface and volume integrals through arbitrary optical 
coordinates. In this approach, no limitations on optical 
thickness are imposed. Numerical solutions of the governing 
equations are implemented through the Galerkin finite 
elements. It is shown that use of isoparametric elements 
facilitate numerical integration via Gaussian quadrature, 
unlimited by optical depths of the participating media. 

Example problems to demonstrate efficiency of the solution 
procedure include two-dimensional diverging and converging 
channels. Effects of combined mode (conduction-convection-
radiation), albedo, optical thicknesses, etc., are investigated. 

In the present investigation, relatively small Reynolds 
numbers are used (RePr s 1000). For high Reynolds numbers, 
however, accuracy may deteriorate due to ill-conditioning of 
convective terms, and a special technique such as optimal 
control penalty finite elements would be required. Discussion 
of such cases will be the subject of the subsequent paper. 

2 Governing Equations 

In general, it is convenient to have the energy equation in 
terms of the fluid temperature and heat capacity rather than 
internal energy. It is also assumed that the radiant energy and 
the radiation stresses are much smaller than the corresponding 

Fig. 1 Radiation contribution of a surface element, dA, and a volume 
element, dV, to a point M in a direction u> 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division January 
13, 1983. 

Fig. 2 Geometry for volume integral \ 

molecular quantities and can therefore be neglected even at 
very high temperatures. Thus, if the radiating fluid,is an ideal 
gas, we have, for a steady state #, 
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COS 111 = COG <t> COS <j> 
r *z o 

T = T /COS § 

Fig. 3 Geometry for surface integral 

dT d2T dqf 
pc„ -— u, - k -—— + — — = 0 ^" dXj " ' '" dXjdX/ ' dXj 

Consider a spectral optical volume, Vx, and a spectral 
surface area, A x , as defined in [6] 

dVx = T\dTxdo> (2a) 

dAx = T^O)/COS</> (2b) 

where </> is the angle between the normal vector to the surface 
and the direction co as shown in Fig. 1. Note that Vx and Ax 

are the functions of the spectral optical length, rx measured 
from the point M at r in the direction w. Expressing the 
spectral optical space defined in equations (2a,b) we have 

<7x/M = h(rw) 72" //Cos^oM x 
T\ w 

/,</Kx (3) 

</£,(!•) = 4r,ax(r)5x(r) 

C~,'X"' 

-«x(r)J / JxfrJ" rXw 
cos<fcM x (4) 

-«xj r S x ( r ' ) ^ -dK x 
rx* 

For a gray m e d i u m with gray bound ing surfaces, it can be 
shown tha t 

7f(r)=j 
A IT I -5— l,cos4>dA + S(r') —pr-

T^ J V T 

and 
V W -«(- i ) (^«-T*) 

l,dV (5) 

(6) 
a*, " "V (3 

where T"w represents the surface t empera tu re and H is an 
integral defined by 

M- Ti 
s0eL4+[ S(r')^—^-dV (7) 

with 

S ( r ' ) = ( l - 4 ) — + T 5 ^ 
v y V (3 / IT Air 

(8) 

Assume that all the radiative physical properties (i.e., /3, a, 
and 7) are constant throughout the flow domain and define 
dimensionless quantities 

V, = u,/U0 , d=T/T0 

X, = PXi , T0=f3L 

where U0, T0, and L are, respectively, the reference velocity, 
temperature, and length. Then the energy equation can be 
written in dimensionless forms as 

d2d RePr 96> 

To ' dXj 

1 
BXiBX, T0 ' dX, N 

Here His the radiation function given by 

e 

?-U--H) 
\ A-K / 

H- .Vs dV+ 
A Tw

l 

-H)=0 (9) 

cos4>dA (10) 
IV r2 

where r/s is t he dimensionless source function defined by 
ris ^irS/oTo. that is 

^(r) = ( l - a> o ) 0 4 +^ / / (11) 

To determine H, let us now consider an optical volume 
element, dV, centered at B', as shown in Fig. 2, in which all 
distances are measured by the optical coordinates X, Y, and 
Z. Let 4>z be the angle at which the point, M, sees the volume 
element, dV, with respect to a point B at Z = 0, and let f and T 
be the optical distances of MB and MB' , respectively. The 
volume integral of His then evaluated as follows 

L'* r2 dV in: 
in: 

Vs(B) dZ dXdY 

-iii 

p — 7/COS02 

= \\ 

(f /COS</)j) 

VsF„(f)dXdY 

T2 

Vs(B) 

2 d(t<m<j>zf)dXdY 

(12) 

N o m e n c l a t u r e 

A x = spectral surface 
a = absorption coefficient 
B = radiosity 

c,; = specific heat at constant 
pressure 

H = radiation function 
I\ = intensity of radiation 
k = thermal conductivity 
N = dimensionless parameter, 

aP/AoP 
Pr = Prandtl number, cpn/k 

Re = pU0L/jx. = Reynolds number 
qR = radiation heat flux 

S = source function 
T = absolute temperature 
u = velocity in x-direction 

«,„ = mean or bulk velocity in x-
direction 

Vx = spectral volume 
/3 = extinction coefficient 
7 = scattering coefficient 
e = emissivity of a surface 

</>a = finite element interpolation 
function 

p = density 
X = wavelength, or penalty 

constant 
o = Stefan-Boltzmann constant 
T = optical depth -x 

d — dimensionless temperature 
a) = solid angle ' ' 

w0 = y/(3, albedo for single scat­
tering '' , 

r] = dimensionless source function 

Journal of Heat Transfer MAY 1984, Vol. 106/449 

Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 4 Geometry of two-dimensional radiation problem 

where B is a point in the two-dimensional domain of the X-
and F-coordinates, and Fv(f) is a geometric function of the 
optical distance, f, measured from the point, M, involved in 
the volume integral, 

p - T/COS02 

w =0 

u «1 

Re=l 

' ^ / U ) 0 

/ 1 0 0 0 

^ " " 
Re=l 

100 
1000 
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.0 

.8 

.6 

.4 

.2 

-—v1 ' ~V 
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, •?- 100 ^ 
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Fig. 5 Effects of Reynolds number on the temperature profiles along 
C C and S S , r0 = 1.0, N = 0.001, Pr = 1.0 

*"„(?) = 2 
0 

• d * . (13) 

To determine the surface integral of H, we consider a 
surface element dA = rf/c?Z, in which dl is a boundary segment 
of the two-dimensional domain (Fig. 3). Let 0 be the angle 
between the normal vectors to the surface element centered at 
C" and the line M C ' . Also let 4>0 be the angle at Z = 0 . 

Noting gos </> = cos^j cos </>0 where 4>z is the angle between 
MC and M C ' , it follows that 

A4 

-cos<t>dA 

!i 2 fl4 e w f^/cos^-

W (fw/COS<t>z) 
cos<t>z cos4>0d(ta.ri(j)zfw)dl (14) 

Fig. 6 Effects of Reynolds number on the temperature profiles along 
C C and S S ' , T 0 = 0.1, N = 0.001, Pr = 1 

Thus, the integral, H, at the point, M, at r in the domain can 
be evaluated with T)S solved simultaneously by means of 
equation (11). 

3 Galerkin Finite Elements 

Using Galerkin finite elements to solve problems such as 
equation (9, 10) are well known [7]. We consider that the 
temperature, 0, and radiation function, H, are approximated 
as 

6=<i>Ja (15«) 

H=$aHa (156) 

where ¥ a denotes the four-node isoparametric interpolation 
function, with a representing the global nodes. Substituting 
equation (15) into equation (9) and equation (10), we arrive at 
the Galerkin finite element equations in the form 

G„ 
l - t d p 

N I *„*«<*» 

"f e~T» 1* 
J 0t—2~cos<t>dA\9adr 

Aa$QB +Ba&60 + CaliHp -Fa + Ga 

DnRHR=L„+Ma 

where 
a$nP 

9*„ a$„ 

(16a) 

(166) 

M = -

Here $ „ represents boundary interpolation functions. 
Combining equations (16a) and (166), we write the resulting 

equations in the form 

KuXj=f, (17) 

with 

j
 YHA X,= 

-dQ Aali Jo dX,- dX, 

RePr f T, ^ 3*« ,„ 

*«* = -^lv^^x~m 

The solution of nonlinear equations (17) may best be 
carried out by the Newton-Raphson technique in the form 

7y AX/" + "=-./!"> (18) 

where 

C„a — 

"\ 

1 - M p 

4TTA^ 

r dX: 

J i, 
Wn) 

n,$adY 

u dXj 'j 

AA}" + "=Xj"+1»-X<"» % , ' ' (19) 

with/5"' denoting the ith finite element equation,in (17). Note 
that, in equation (17), an inversion of the Jacp.bian matrix is 
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Fig. 7 Effects of N on the temperature profiles along C C and SS', 
T O - 1 . 0 , u 0 =0 , RePr = 100 Fig. 9_ Effects of albedo, w0, on the temperature profiles along CC' 

and SS', T0 = 1.0, N = 0.001, RePr= 100 
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Fig. 8 Effects of N on the temperature profiles along C C and SS' 
T o - 0 . 1 , w o = 0 , RePr=100 

Fig. | 0 Effects of albedo, aa, on the temperature profiles along CC' 
and S S , T 0 = 0.1, N = 0.001, RePr = 100 

avoided. The solution involves calculation of AXj"+ '>, and the 
unknowns Xf* n are then determined from equation (19). 

4 Example Problems 

Consider a divergent or convergent channel flow through 
two infinitely wide plates with an angle, 5, having different 
wall temperatures, as shown in Fig. 4. It is assumed that the 
velocity profile of the channel flow is fully developed, 
laminar, and approximately given by 

« ( ^ ) = y « m ( x ) [ l - 4 ( - ^ - ) ] , um(x)=-~um{x = L) 

where um(x) and D(x) are, respectively, the mean flow velocity 
and the channel width at a section, and D0 denotes the width 
at the channel exit. The upper and lower surfaces are also 
assumed to have uniform temperature Tc and Th, respec­
tively, and they are assumed to be black for simplicity. 
Furthermore, the inlet and outlet sections of the channel are 
assumed to be imaginary porous black surfaces, through 
which the flowing medium passes without any restrictions. 
The outlet mean velocity and channel width, D0, are used as 
reference velocity and length, respectively, and the lower plate 
temperature, Th, is assumed to be the reference temperature. 

With the foregoing assumptions, the energy equation (9) 
and the equation (10) are solved simultaneously using the 
Galerkin finite elements. The boundary conditions are 

8 = 6h on lower surface 
6= 6C on upper surface 

where 6h = Th/T„ and dr = Tr/Tn. Note also that normal 

Divergent 

Convergent — — -~ Convergent ,/1 

//J .'/,i/ 
/-~^o ,'/C' 

f ° '' X' 
7 / /^ 
\ ,y 
\y 

Fig. 11 Comparison of the temperature profiles in divergent and 
convergent channels, N = 0.001, 7Q = 1.0, RePr = 100 

temperature gradients at the entrance and exit boundaries are 
set equal to zero. 

In this example, it is assumed that d,, = 1.0, 0C = O.2, and 
5 = 1 5 deg. For given Reynolds and Prandtl numbers, the 
temperature distributions along the center line C C ' and the 
middle section S S ' , are investigated for selected values of 
conduction-radiation ratio, TV, optical thickness, T0, and 
albedo, w0. \% 

A total of 72 linear two-dimensional isoparametric elements 
with 91 nodes are used in this example. An average of 6 
iterations for the Newton-Raphson process was required for 
convergence with 0.1 percent in error. < 

For the Prandtl number of unity, Figs. | ; and 6 show the 
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effects of the Reynolds number, Re, and the optical thickness, 
T0, on the temperature profiles for a small A= 0.001. It is 
noted that for pure scattering (o0 = 1), the temperature profile 
at the center line C C is independent of Re and T0, while the 
profile at the middle section SS' is strongly dependent on the 
Reynolds number but not the optical thickness. If the medium 
does not scatter but only absorbs radiation (o>0 = 0), the center 
line temperatures become close to 6 = 0.8 for a lower Reynolds 
number when it is optically thick (TO = 1.0). However, they 
become close to 6 = 0.6 for a higher Re when optically thin 
(T 0 =0 .1 ) . It is also indicated that the middle section tem­
perature profile becomes closer to a straight line as Re in­
creases for r0 = 1.0 (optically thick) and co0 =0, whereas the 
opposite is true in the case of w0 = 1.0. 

On the other hand, if conduction energy transfer dominates 
over radiation (large A), there are very little effects of T0 on 
the temperature profiles for w0 =0, as noted in Figs. 7 and 8. 
Also, the figures indicate that the profiles strongly depend on 
A if it is optically thick, but the dependence on A is moderate 
for a small optical depth (ro=0.1). The same trend also 
appears in Figs. 9 and 10, which show the dependence of the 
temperature distributions on albedo, co0, for a low A. 
However, for a higher N the profiles converge to those for 
pure scattering. 

It should also be noticed that, for pure scattering the 
temperature profile at the middle section SS' is strongly 
dependent on the Reynolds number, but along the centerline 

C C it remains independent of Reynolds numbers since the 
temperatures for upper and lower boundaries are kept con­
stant. 

The results we have discussed so far are for the case of a 
divergent channel flow. If the flow is reversed (that is, if it is 
convergent channel flow), the radiation effect on the tem­
perature profiles is not strong, as indicated in Fig. 11, 
compared with that in the divergent flow even for a very small 
N. 

6 Conclusions 

The finite element solution for the two-dimensional 
radiation flux combined with convection and conduction has 
been obtained. The following conclusions are reached: 

I Isoparametric finite elements offer advantage of easy 
intergration for the two-dimensional radiation function in­

volving the specular volume and specular surface elements 
through Gaussian quadrature. 

2 For the diverging channel, for pure scattering, the 
temperature profile at the center line is independent of 
Reynolds number and optical thickness. In the absence of 
scattering, however, the middle section temperature profile 
becomes linear as Reynolds number increases for large optical 
thickness. 

3 If conduction energy transfer dominates over radiation, 
there are very little effects of optical thickness on the tem­
perature profile in the absence of scattering. 

4 For the converging channel, the radiation effect on the 
temperature profiles is small even when conduction and 
convection are small. 

5 Standard Galerkin finite elements may be used if the 
convection domination is relatively small (RePr<1000). 
However, for large Reynolds numbers (RePr>1000), it is 
concluded that the nonsymmetric form and ill-conditioning of 
the matrix from the convective terms would cause the solution 
to deteriorate. In this case optimal control penalty finite 
elements can be used to overcome such difficulties. 
Discussions of this subject is the subject of the forthcoming 
paper. 
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Thermal Insulation in Flow 
Systems: Combined Radiation and 
Convection Through a Porous 
Segment 
The present work reports analytical findings on a new concept for thermal in­
sulation in flow systems. The basic operating principles are illustrated by a duct 
flow system with a nonradiating gas passing through a porous segment, where 
con vection and radiation take place. The radiative properties of the porous segment 
are computed from electromagnetic theory assuming that the porous medium is of 
homogeneous composition. The coupled energy and radiative transfer equations are 
solved numerically by iterative method in conjunction with over-relaxation. For the 
limiting case of no scattering, the present results based on the two-flux radiation 
model agree well with the exact calculations reported recently. It is found that in 
order to have higher recaptured radiation and temperature drop, a porous medium 
with large optical thickness and low scattering albedo is preferred. Two illustrative 
examples indicate that the pressure drop which resulted from installation of the 
porous segment is of little concern, especially in view of the resulting huge energy 
savings. 

Introduction 

For high-temperature systems such as heat exchangers, 
exhaust-chimneys, furnaces and combustion chambers, it is 
often desirable to recover as much as possible of the residual 
energy from exhaust or wasted gas. In order to achieve this 
goal, many methods have been suggested or employed in the 
past. One of the promising methods is the installation of 
radiation-shield-like porous media placed normal to the flow 
direction so as to recapture some of the fluid energy. The 
porous material may be composed of packed spheres, foam-
metals, fibers, or screens which, in addition to exchanging 
heat convectively with the gas, can absorb, emit, and scatter 
thermal radiation. Due to the solid matrix, part of the fluid 
energy and the incoming radiative energy is absorbed and 
converted to raise the temperature of the solid matrix, which, 
in turn, emits and scatters radiation in both upstream and 
downstream directions. The gas temperature downstream of 
the segment is thus much lower than that upstream. It is 
desired to have a large amount of radiation scattered in the 
upstream direction so as to minimize the energy which may 
otherwise be wasted. A recent study by Echigo [1] shows that 
with an appropriate choice of the optical thickness of the 
permeable media, up to 60 percent of the nonradiating gas 
energy can be saved due to the converted radiation. However, 
one of the important radiative characteristics, scattering from 
the solid matrix, was not considered in that study. The present 
study concerns a similar flow system, with particular em­
phasis on the influence of scattering on the effectiveness of 
this energy conversion. 

The physical model is complicated by the directional 
characteristics of scattering, and exact analytical expressions 
for radiative heat flux and solid-matrix temperature, like 
those for nonscattering cases, cannot be achieved. The 
analysis here employs the two-flux gray radiation model for 
heat flux because it remains simple in expressions but retains 
important physical insights. The radiative properties of the 
Porous medium are evaluated directly through the application 
of electromagnetic scattering theory. 

Contributed by the Heat Transfer Division and presented at the ASME 
Winter Annual Meeting, Boston, Massachusetts, November 13-18, 1983. 
Manuscript received by the Heat Transfer Division August 9, 1983. Paper No. 
83-WA/HT-81. 

Theoretical Analysis 

The high-temperature fluid passing through the duct is 
shown schematically in Fig. 1. Fluid initially at temperature 
Tg0 enters the duct at x = 0. The duct's width is much longer 
than its height 2y0 to assure the validity of one-dimensional 
approximation. The fluid velocity ug is constant everywhere 
and temperature distribution Tg is assumed uniform over 
every cross section. The porous segment is located between xx 
and x2 where x2 - X\ << y0. The fluid is assumed 
transparent to thermal radiation. Thus, radiation is con­
sidered only between the particles which comprise the porous 
segment. The conductive resistance through the fluid or solid 
matrix is assumed negligible. The only external radiation 
sources are from either upstream or downstream directions. 
The effective heat transfer coefficient across the duct wall is 
hw, i.e., heat exchange with the surrounding environment at 
T„ is hw(Tg - T„) per unit area. Thus, the energy equation 
for fluid upstream or downstream of the porous segment is 

pgcgug(2y0) dTg/dx + 2hw (Tg 

with boundary conditions 
•r„)=o (1) 

4 \//////////\///////////////////////////////77\ 

go 

1—^x 

POROUS MATERIAL 

•y///////////>///>//////////y^//////////////A 

* 2 

q-(x) 

Fig. 1 Schematic of thermal insulation in flow systems 
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Tg = Tg0 at x = 0, for 0 <x<xx (2a) 

or 
Tg = Tg(x=x2)atx=x2,forx>x2 (2b) 

where Tg (x = x2) is obtained from the solution of the 
governing equations in the porous segment given below. 

Inside the porous segment, the fluid and the solid matrix 
have different temperatures, Ts and 7^, respectively. Since 
the sizes of the solid particles are much smaller than the other 
dimensions of the whole segment, the system can be con­
sidered as of homogeneous composition. The energy equation 
for the fluid is 

pg cg ug (2y0) dTg Idx + 2h w (Tg - Tx) 

+ hsNsAs(2y0)(Tg-Ts) = Q (3) 

where hs is the heat transfer coefficient between the fluid and 
the solid matrix, Ns is the number density of particles, and As 

is the surface area of an individual particle. The fluid tem­
perature Tg at x = xt calculated from equation (1) is a 
boundary condition for equation (3). 

For the solid matrix, equilibrium between convection and 
radiation yields 

hsNsAs(Ts-Tg) +dqr/dx = 0 (4) 

The quantity qr is the diffusive heat flux and can be expressed 
in terms of the heat flux q + and q~ in the forward and 
backward directions, respectively, as 

qr = q+-q~ (5) 

By using the two-flux gray radiation model [2], the governing 
equations for q+ and q~ are expressed as 

dq+ /qx= -2aaq
+ -2basq

 + +2aaaTA
s + 2basq- (6) 

and 

-dq-/dx= -2aaq~ -2basq- +2<jaoTl + 2bosq
+ (7) 

where aa, as, and b represent the absorbing coefficient, the 
scattering coefficient, and the back-scattered fraction factor, 
respectively. Such radiative properties can be calculated 
theoretically by using electromagnetic scattering theory for 
spherical or cylindrical particles [2, 3, 4]. The boundary 
conditions for q + and q ~ are 

q+(x1) = Blandq-(x2) = B2 (8) 

Adding equation (7) to (6), one obtains 

dqr/dx = 4oaaTl-2aa(q
++q~) (9) 

The combination of equations (4) and (9) gives another 
relation between temperatures and radiative heat flux inside 
the porous medium. 

For parametric studies, the governing equations and 
boundary conditions are nondimensionalized by introducing 
the following dimensionless groups: 

P = hw/(pgcgUg) 

Q = hsNsAsy0/(pgcgug) (10) 

R = hsNsAs/(2aeoTg0) 

where P, Q, and R represent ratios of heat loss through the 
duct wall to fluid energy, solid-fluid convective heat transfer 
to fluid energy, and solid-fluid convective heat transfer to 
radiative heat transfer, respectively. 

The new variables are defined as 

X = x/y0 

q = q/oTl0 

6g,s = TgtS/Tg0 (11) 

T = ae(x-x{) 

co = as/ae 

where ae (= aa + as) is the extinction coefficient, T is the 
optical thickness, and co is the scatteriong albedo of the 
homogeneous porous medium. The optical thickness of the 
porous medium is simply defined as T0 = ae(x2 - x{). 

Equation (1) then reduces to 

deg/dX+P(dg-d„) = 0for0<X<X1 (12) 

OTX>X2 

In the domain Xx <X<X2, or equivalently 0 < T < T O , 
equations (3), (4), (6), and (7) reduce to 

deg/dX+P(9g-ex)+Q(6g-6s) = 0 (13) 

R(dg-ds) = 2(l-<1,)el-(l-u)(q++q-) (14) 

dq+/dr= -2(\-oi)q+ -2bwq+ +2(1 - co)d4
s + 2bo>q- (15) 

-dq/dr= -2(l-a)q~ -2bwq~ +2(1-w)64
s+2buq+ (16) 

respectively, with boundary conditions 

q+(T = 0) = Blandq(T^To)=B2 (17) 

By combining equations (3) to (5), and integrating from x 
= xx to x2, one obtains the following dimensionless overall 
energy balance [1]: 

Hx =H2+HT,+HA+H5 

where 

Hx = PgCgUgegX/4oTl0+(\/4)B{+(\/4)B2 

H2 = PgCgugdg2/4cjTg0 

H3 = (1/4)9" ( T = 0 ) 

(18) 

A 
b 

B 
c 
d 

fv 
h 
k 

N 

P 

Q 
<T(0) 

Q 

— 

= 

= 
= 
= 
= 
= 
= 

= 

= 
= 
= 

surface area 
back-scattered fraction 
factor 
incoming radiation 
specific heat 
particle diameter 
solid volume fraction 
heat transfer coefficient 
thermal conductivity 
number density of solid 
particles 
dimensionless group defined 
in equation (10) 
heat flux 
recaptured radiation 
dimensionless group defined 
in equation (10) 

R = 

T = 
u = 
x = 

y = 

y0 = 
6 = 

e = 
pg = 

a = 
ae = 

T,TD = 

dimensionless group defined 
in equation (10) 
temperature 
velocity 
coordinate along flow 
direction 
coordinate normal to flow 
direction 
half-height of duct 
thickness of the porous 
medium 
dimensionless temperature 
fluid density 
Stefan-Boltzmann constant 
extinction coefficient 
optical depth and optical 
thickness, respectively 

co = scattering albedo 

Superscripts 

+ , - = forward and backward 
directions, respectively 

- = (overbar) nondimension­
alized quantity 

Subscripts 
g = fluid \ 
r = radiation , \ 
s = solid pliase 
w = wall •,/ 

1,2 = inlet and exit of porous 
segment, respectively 
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HA = (l/4)q+(r=r0) 

H5 = A w j * 2 (Tg-Ta)dx/Ay0aFgo 

In the expression, Hx is the total incoming energy on both 
surfaces of the porous segment, which includes fluid enthalpy 
and incoming radiation from either upstream or downstream 
direction. H2 can be considered as energy carried away by the 
fluid at X = X2. H3 represents the diffusive thermal radiation 
directed upstream from X = X,, H4 represents a similar 
quantity directed downstream from X = X2, and Hs is 
considered as the energy exchange with the surrounding 
environment through the duct walls. In the present case P 
< < Q, and therefore H5 is negligible compared to other 
terms. Equation (18) implies that part of the incoming energy 
is converted to radiative energy through scattering and ab­
sorbing (//3 and HA), and what remains is either carried away 
by the fluid (H2) or is lost to the surrounding environment 
(H5). A high value of Hi/Hl then indicates higher converted 
radiative energy into the upstream direction and is highly 
desirable. 

Exact Limiting Solutions 

Exact expressions under limiting cases for radiative flux or 
temperatures in the region Xx <X<X2 are available and 
given below. Such expressions will be useful in understanding 
the controlling parameters, and in checking the numerical 
calculations. 

(a) co = 1. This corresponds to the nonabsorbing case. It 
follows from the governing equations that radiation and 
convection are uncoupled. The temperature of the solid 
matrix rises only due to convective heat exchange with fluid, 
and thus 6S = 8g in equilibrium. The radiative heat flux is 
determined separately, and therefore has no dependence on 
convective parameters. The solutions to the simplified 
equations are 

6S = dg = d00+(dgl -da) exp (-PX) 

q + = Bx-{Bx-B2){2bT)/{\+2bTo) (19) 

q + =Bx-(Bl - * 2 ) (1 +2bT)/(\ +2bTo) 

(b) R < < 1. With low overall convective heat transfer 
inside the porous segment, the solid matrix receives little 
influence from the fluid. The temperature of the solid matrix 

is thus determined from radiative equilibrium alone. This 
results in 

q + = £ , - ( B , - f l 2 ) ( l -o) + 26M)T/(1 + (1 - « + 26U)T„) 

q- = fi,-CS,--.B2)(l+(i-co + 2 M T ) / ( l + ( l - c o 

+ 2bu)r0) 

es = ( i / 2 ( $ + + ? - ) ) * (20) 

PBa 

P + Q \sl P+Q J 

+ • 
oey0 ! : • 

P+Q 
<r-r') 

[' 
B, —B-, 

1 + 2 ( 1 - C O + 2 M T ' ^ '/4 

\+{\-ui + 2bw)T0 
dr' 

(c) R> >l, Q>>P. When convection is the dominant 
mode of heat transfer, the thermal insulation effect due to 
radiation becomes relatively less significant. The temperature 
of solid matrix is raised to that of the fluid. The mathematical 
manipulation is straightforward but tedious, and only q~ (T 
= 0) is given below [5]. 

M f -2bo>0gl-(N-M) (B, -64
gi)e\p(-MT0)-\ 

<r(0) = 
boi L (N+M)exp(Mr0) - (7V-M)exp(-Mr0) 

(21) 

whereM = 2 ((1 - u) (1 - w + 2boi))'A andTV = 2 (1 - co + 

Such expressions clearly indicate that b, which characterizes 
the anisotropy of the scattering, has a pronounced effect in 
the highly scattering (co^l) regime, and has a relatively less 
important effect in the absorbing-emitting (co—0) regime. 

Method of Calculations 

The solutions to equation (12) are 

dg = 0oo+( l -6Uexp(-P .Y)forO<. \ '<X 1 (22a) 

and 

6g = 6„+(dg2-ex)exp(-P(X-X2))forX>X2 (22b) 

Fig. 2 Fluid temperature along flow direction: 0„=0 .3 , £/yo=0.05, 
P = 0.114, Q = 952.4, B-i =B2=0,hsNsAs y0l2a T | 0 = 250 >'; •„ 
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Fig. 3(a) Fluid temperature inside porous segment: X-[ = 4, 0„ =0.3, 
Sly0 =0.05, P = 0.114, Q = 952.4, Bi = B 2 =0 , and aek„/4ffT|0 =0.05 

Fig. 3(b) Fluid temperature inside porous segment: Xi =4, 0„ =0.3, 
&ly0 = 0.05, P = 0.114, Q = 952.4, B! = B2 = 0, and T0 = 1 

456/Vol. 106, MAY 1984 

Fig. 4 Ratio of recaptured radiation and outgoing fluid enthalpy to 
incoming energy: X-| =4, 9^=0.3, 6/yo=0.05, P = 0.114; Q = 500, 
B, = B 2 = 0 

For the solutions to equations (13) to (16), an iterative method 
is utilized. The values of q + and q~ are first solved from 
equations (15) and (16) by substituting assumed values of q + , 
q~ and 6S into the right-hand side of the equations. The first 
order differentiation is approximated by finite difference 
expressions. The temperature difference (6S - 6S) is then 
calculated from equation (14). Thus, the fluid temperature 6g 
can be determined from equation (13), and the solid matrix 
temperature ds is obtained by subtracting the previously 
calculated (8g — 8S) from 6g. Repeated computations are 
performed until all the calculated variables satisfy certain 
imposed convergence criteria. An over-relaxation factor is 
found necessary for fast convergence. The fluid temperature 
at X = X2 obtained from the aforementioned procedure is 
also a boundary condition for equation (13) in the region X > 
X2. 

Results and Discussion 

The fluid temperature as a function of A îs shown in Fig. 2. 
The effect of the porous segment is clearly observed from the 
sharp temperature drops. The curve corresponding to Xt > 
10 represents the fluid temperature distribution inside a duct 
with no porous segment in the region X < 10, and reveals no 
sharp temperature drop. The temperature decreases smoothly 
along the flow direction because of heat exchange with the 
environment through the walls. The parameters P, Q, and so 
on are chosen based on the ones reported by Echigo [1] to 
make the comparisons in Fig. 3(a) and Fig. 3(b) possible. The 
variable Xx indicates the position of the porous segment. It is 
found that smaller co or larger T0 cause larger temperature 
drop. 

The fluid temperature inside a porous segment with no 
incoming radiation is presented in detail in Fig. 3(a) and Fig. 
3(b). For the limiting case of no scattering (co = 0), the results 
are compared to Echigo's calculations [1] which appear as 
symbols. It is found that the two»flux radiation ap­
proximation is generally good, and the maximum difference 
between the two methods is less than 5 percent. The two-flux 
model is more accurate for higher aekl!/4aT^$ and TD values 
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0.50 __ — --

Fig. 5 Dependence of recaptured radiation on a for different incoming 
radiation and b values: X-, =4 , » „ =0.3, Sly0 =0.05, P = 0.114, Q = 1000, 
0 = 12.5, T 0 = 1 

since under such conditions the radiative heat transfer is 
attenuated more and thus plays a less important role. Hence, 
the difference between the approximate two-flux model and 
the exact radiation expressions diminishes accordingly. The 
solid phase temperature 8S is very close to the fluid tem­
perature 9S, except near the entrance of the porous segment 
and is not shown in either figure. 

Since the primary goals of this study are focused on the 
recaptured radiation in the upstream direction and the 
temperature drop across the porous segment, only H2/Hl and 
Hi/H1 in equation (18) are shown in Fig. 4. As convective 
heat transfer increases, the solid matrix temperature tends to 
rise too close to the fluid temperature, which results in higher 
H2/Hl and lower H3/Hx values. The effect of optical 
thickness is also presented. Scattering from the solid matrix 
reduces q~ (0) in this case. 

The influence of scattering albedo to the recaptured 
radiation q~ (0) can further be explained from Fig. 5. Without 
incoming radiation Bx, q~ (0) is mainly attributed to emission 
from the solid particles near X = Xx, while the contribution 
from reflection is little. Since the increase of albedo means 
less absorption and emission, the recaptured radiation q~(0) 
is thus depressed. On the other hand, the contribution from 
scattering becomes more significant as B{ increases, and 
particles with higher b values can scatter more radiative 
energy into the upstream direction._ When Bx is high enough, 
such as the curves correspond to Bx > 0.5, it is possible to 
have <7~(0)) increase with co. However, practically speaking, 
since small particles are mostly forward-scattering rather than 
backward-scattering, i.e., b < 0.5 in general, it is desirable to 
choose porous materials with low albedo values. On the other 
hand, high back scattering pattern is observed for diffusive 
reflecting spheres which are large compared with wavelength 
of incident radiation [6]. If this is the case, high us particles 
will be desirable for large incoming radiation. 

The recaptured radiation <7~(0) as a function of albedo is 

Fig. 6(a) Dependence of q ~ (0) on u for different values of 
PgCgUgl2aTl0 and T 0 : X-, =4 , « „ =0.3, Sly0 =0.05, P = 0.114, fin =0.5, 

S 2 = 0 , and Q = 100 

Fig. 6(b) Dependence of q (0) on w fqr different vali/es of 
pscgug/2<rT^0 and r0: X-, =4 , 0„ =0.3, &ly0 =0.05, P = 0.114, &, =0.5, 

fl2 =0 , and Q = 1000 f >,. 
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Fig. 8 Thermal performance of and pressure drop across the porous 
segment for varous thicknesses 

shown in Fig. 6(a) and Fig. 6(b) for different parameters. It is 
preferable to choose porous materials with high o> for large T0 

since in these circumstances the porous segment is effective 
for shielding the incoming radiation rather than converting 
radiation from the flowing gas enthalpy. The comparison 
between the two figures shows that the effects of Q on q ~ (0) 
are small. Although Q increases tenfold from Fig. 6(a) to Fig. 
6(b), it turns out that q~(0) varies by less than 10 percent. 
This conclusion makes the calculations less dependent on the 
validity of the heat transfer coefficient hs. 

The exact limiting solutions from equations (20) and (21) 
are shown in Fig. 7, together with several representative 
numerical calculations. The results imply that for small T„ 
equation (21) is a very good approximation especially if R 
> > 1; while for large r0, equation (20) is good only if R is 
small. Since the present study concerns flow insulation 
problems, only large T0 will be of interest. The effect of r0 on 
q(0) remains almost unchanged in the optically thick 
regime. In other words, a porous medium with high extinction 
coefficients need not be thick itself to achieve high insulation 
ability in flow systems. 

Illustrated Examples 

Air flowing through various layers of aluminum screens is 
taken as an example. Assume in Fig. 1 that y0 = 15 cm, Tgo 

= 1000 K, ug = 0.5 m/s (Case 1) or 0.1 m/s (Case 2) and the 
duct walls are insulated. Incoming radiation from upstream 
direction is B, = 5.729 W/cm2 . There is no radiation source 
from the downstream direction. The metal screens consist of 
thin wires 1 mm (Case 1) or 0.5 mm (Case 2) in diameter. 
These layers of screens are considered as a homogeneous 
porous medium which have a solid volume fraction/,, = 0.18. 
The radiative properties are a> = 0.9, b = 0.3, oe = 285 l/m 
(Case 1) and ae = 570 l /m (Case 2) based on the methods 
described in [3]. The fluid temperature at x2, the recaptured 
radiation, and the pressure drop across the porous medium 
are presented in Fig. 8 as functions of the potous segment 
thickness 5. The temperature drop is larger in case (2) because 
the parameter pgcgug/oT3

g0 is smaller. It is noted that due to 
the high extinction coefficients, the recaptured radiation 
reaches asymptotic value even for small <5. The»pressure drop 
is calculated by using Darcy's law [7], which *yaries linearly 
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with 5. The numerical values of pressure drop Ap reveal that 
the high porosity medium does not cause significant pressure 
loss. However, in order to have best performance as far as 
energy conservation and pumping power are concerned, an 
optimal value for 8 should be established. 

Concluding Remarks 

A numerical study has been made on the potential recovery 
of energy through thermal radiation in high-temperature flow 
systems by installing a porous segment normal to the flow 
direction. The two-flux model is used to describe the radiative 
flux which scatters anisotropically from the solid matrix. The 
results indicate that both the scattering albedo w and the back-
scattered fraction factor b are important factors. For 
maximization of the recaptured energy, an optically thick 
medium should be considered. However, the dependence on w 
and b are more complicated: for a lower intensity of external 
radiative source, the increase of a> leads to the decrease of the 
recaptured radiation, while for higher values of incoming 
radiation, the increase of co may enhance or reduce the 
recaptured radiation depending on the b value. If particles are 
strongly forward scattering, low co materials will be preferred. 
But for particles with strong backward scattering pattern, like 
large diffuse spheres, the contrary will be true. The results 
also reveal that the anisotropic scattering effect is more 

pronounced in the optically thick regime than in the optically 
thin regime. Also interesting to note is that the convective heat 
transfer coefficient between the solid matrix and the fluid is 
not a very sensitive factor in this particular study. The 
numerical calculations are found to agree well with the exact 
expressions in several limiting cases. The illustrative 
numerical examples show that the pressure loss across the 
porous segment is not of major concern. 
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Design Considerations for 
Aerodynamically Quenching Gas 
Sampling Probes 
An aerodynamic quench is the most rapid method for quenching temperature and 
pressure-dependent chemical reactions. Attempts have been made to quench gas 
samples aerodynamically, but many of these attempts have been unsuccessful 
because of a lack of understanding of the internal aerodynamics of sampling 
probes. A one-dimensional model developed previously by the authors has been 
used for the design and analysis of aerodynamically quenching probes. This paper 
presents in detail the important aerodynamic and heat transfer equations used in the 
model, a description of the method of solution, and the results of a sensitivity 
study. These calculations demonstrate the limitations and important trade-offs in 
design and operating conditions of probes using an aerodynamic quench. 

Introduction 
When gas samples are extracted from combustion gases by 

means of gas sampling probes, chemical reactions occurring 
within the probe or transfer lines may alter significantly 
species concentrations prior to analysis. Many of these 
reactions depend strongly on gas temperature and/or 
pressure. Several methods exist to quench chemical reactions 
by reducing the temperature of the gas sample. These 
techniques include: (/) dilution of the sample with a cold, inert 
gas; (//) convective heat transfer from the sample to a coolant; 
and (Hi) rapid expansion of the sample to supersonic speeds, 
followed by convective cooling of the sample [1]. The third 
method is known as aerodynamic quenching and is generally 
most desirable due to the exceptionally high quenching rates 
[2]. An aerodynamic quench also provides a rapid reduction 
in static pressure and thereby enhances quenching rates for 
many two- and three-body chemical reactions. Recently, it has 
been demonstrated that NO/N02 interconversion occurring 
within sample probes can be minimized by reducing sample 
pressure to a low value [3-5]. 

An aerodynamic quench in a gas sampling probe is defined 
as a rapid reduction in static temperature and static pressure 
achieved by rapidly accelerating the flow to supersonic 
speeds. Supersonic flow is maintained until the stagnation 
temperature of the sample is reduced to a low value by 
convective heat transfer from the sample to the coolant such 
that, upon return to subsonic conditions through a shock 
system, the static temperature and pressure are sufficiently 
low to minimize chemical reactions. The temperature and 
pressure below which chemical reactions are no longer im­
portant for the gas being sampled are dependent upon the 
appropriate chemical kinetics. 

In a previous paper [6], many of the limitations and dif­
ficulties of achieving an aerodynamic quench within a gas 
sampling probe were discussed and a one-dimensional model 
was briefly described. This paper presents the mathematical 
details of this model for the design and analysis of 
aerodynamically quenching gas sampling probes and the 
results of a sensitivity study. It is shown that the performance 
of aerodynamically quenching probes is a strong function of 
probe geometry and operating conditions and that no single 
probe design is capable of providing an aerodynamic quench 
for all sampling conditions. 

Description of the Probe 

The principal features of a probe capable of quenching a 
gas sample aerodynamically are depicted in Fig. 1, which 
shows the probe geometry and representative axial profiles of 
Mach number and both static and stagnation temperature. In 
order for such a probe to produce an aerodynamic quench 
when operated in a subsonic stream, the flow must be choked 
at the probe orifice and then accelerated to a high supersonic 
Mach number (Fig. 1(b)) and low static temperature (Fig. 
1(c)) via the area expansion of the probe tip (Fig. 1(a)). This 
flow expansion must be large enough to achieve a rapid 
reduction in static temperature (~ 108 K/s), yet not so large 
that subsequent friction and shock system losses are excessive. 
The transition between the tip region and constant area 
section must be smooth enough to avoid coalescence of 
compression waves into a shock system. In the constant area 
section located immediately downstream of the probe tip, the 
stagnation temperature of the supersonic flow (Fig. 1(c)) is 
reduced by convective heat transfer to the coolant. Cooling 
tends to increase the Mach number and stagnation pressure 
while friction tends to reduce these properties. If, in the trade­
off between these competing effects of cooling and friction, 
the Mach number is reduced to unity in the constant area 

A) PROBE GEOMETRY 

B) MACH NUMBER 

3 

C)TEMPERATURE 

2000 
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1982, Paper No. 82-HT-39. Fig. 1 Features of a typical aerodynamically quenching probe 
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section, then either a shock system will occur at some up­
stream location or the probe orifice will unchoke; in either 
case, the static temperature will be approximately equal to the 
local stagnation temperature and no aerodynamic quench will 
occur. The constant area section is terminated by a sudden 
expansion in flow area that is used to stabilize the shock 
system that reduces the Mach number to a subsonic value. 
This return to subsonic conditions must occur only after the 
stagnation temperature has been reduced to a level where the 
static temperature downstream of the shock system (Fig. 1(c)) 
will be sufficiently low such that the sample remains 
quenched. This expansion must be large enough to result in a 
relatively low Mach number downstream of the shock system 
so that additional stagnation pressure losses due to friction 
are small; otherwise, the flow will choke in the subsonic 
portion of the probe with the attendant risk of unchoking the 
sampling orifice. The probe, of course, must not contain a 
sharp bend prior to the desired location of the shock system. 

Description of the Model 

A one-dimensional, gas-dynamic model is used to describe 
the flow phenomena important to the aerodynamic quench 
process in a probe having a configuration like that shown in 
Fig. 1(a)). This model is based on a differential equation 
which relates the change in local Mach number to the effects 
of heat transfer, skin friction, flow area variations, and 
thermal property changes for a steady, one-dimensional flow. 
Using the influence coefficient approach by Shapiro [7], the 
Mach number variation is given by 

dM1 

M2 (\-M2)=-l(y . • ! = > * • ) 
A wsc„ 1 

+ 7 ^ ( ,*!=!*•)*!-( .•**,!£• (1 

(1) 

The determination of each of the terms used in equation (1) is 
discussed in the following subsections. 

Area Variation. For probes with circular passages, the 
flow area is given by 

A = Y\D2/A (2) 

and the fractional change in flow area is calculated from 

dA/A=2dD/D (3) 

Heat Transfer. For that portion of the probe in good 
thermal contact with the coolant, the heat transfer rate is 
calculated by the expression 

dQ=-h(Tr -Tc)UDdx (4) 

with the recovery temperature of the sample determined from 

7 - 1 
T,.=TJ\ + -A^Pr 

• ) (5) 

and n = 0.5 (laminar flow) or n = 0.33 (turbulent flow). 
The overall heat transfer coefficient, Ft, is calculated for 

cylindrical sample and coolant passages as follows 

1 
• + -

A . 
-ln-

i> . 
• + -

1 -l 

(6) 
lhs 2KW~ Dw ' hc(D„'/Dw). 

where Dw> /Dw is the ratio of outside to inside sample tube 
diameters. The sample heat transfer coefficient is determined 
from Nusselt number correlations for both laminar and 
turbulent flow. For laminar flow (ReD < 2300) 

Nu = hsD/Ks = ff WeD¥r/(x/D) 1 (7) 

where EF [ReDPv/(x/D)] is a correction factor for entrance 
length [8]. For fully developed turbulent flow (ReD > 2300), 
the McAdams equation [9] is used 

Nu = hsD/Ks =0.023 R e ^ P r 0 - 4 (8) 

For convenience, it is assumed that thermal properties used in 
the heat transfer coefficient correlations can be evaluated at 
the bulk temperature. 

The heat transfer between the gas sample and the relatively 
massive probe tip is more difficult to estimate because the 
two-dimensional temperature distribution within the tip is a 
function of both the gas sample and external environment 
conditions. If the wall temperature distribution is known, 
then 

dQ=-hs(Trs-Tw)UDdx (9) 

However, for the calculations reported in this paper, a 
conservative estimate of probe performance was made by 
assuming dQ equals zero in the tip region. 

If chemical reactions are occurring within the flow passage, 
then an amount AHR of energy per unit time liberated by 
chemical reaction must be added to dQ. 

Skin Friction. The friction factor, / , is estimated from 
correlations for flow in smooth tubes [10]: 

/ = 16 Re^ Refl <2300 (10) 

/=0.079/Re f l
0-25 2300<Re f l<105 (11) 

(4/)-°-5=2.01og10[Re i )(4/)0-5]-0.8 Re f l>105 (12) 

Thermal Property Variations. The ratio of specific heats 
is a function of both temperature and composition and the 
molecular weight is a function of composition. For the 
present analysis, it is assumed that the gas composition is 

A = 
A/A0 = 

CP = 
D = 
/ = 
h = 
K = 
L = 

M = 
n = 

Nu = 
Pr = 

flow area 
tip region area ratio 
heat capacity 
diameter 
friction factor 
heat transfer coefficient 
thermal conductivity 
distance from probe orifice 
to end of constant area 
(supersonic flow) section 
Mach number 
exponent 
Nusselt number 
Prandtl number, ncp/K 

Q 
Re 
Ro 

T 
u 
w 
W 
X 
a 

AHR 

7 
/* 
P 

= 
= 
= 
= 
= 
= 
= 
= 

= 

= 
= 
= 

heat transfer rate 
Reynolds number, puD/fi 
universal gas constant 
temperature 
velocity 
flow rate 
molecular weight 
axial distance 
tip region divergence half-
angle 
heat released by chemical 
reaction per unit time 
ratio of specific heats 
molecular viscosity 
density 

Subscripts 
c = coolant 

D = diameter 
IDL = ideal value 

O = orifice station 
r = recovery condition 
S = static condition 
s = sample 
T = stagnation (total) condition 
w = wall (gas sample side) 

w' = wall (coolant side) 
I ? 

Superscripts 
( ) = overall valuj?, 
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invariant (dW/ W is equal to zero) and the quantity cly/y is 
evaluated from input thermal property data tables. 

Coolant Conditions. The coolant is assumed to be an 
incompressible fluid whose properties are evaluated from 
tables of molecular viscosity, thermal conductivity, heat 
capacity, and density as a function of temperature. The 
coolant is assumed to flow in the same direction as the gas 
sample within an annular passage surrounding the sample 
passage. The dimensions of the coolant passage can vary in 
the axial direction. The coolant heat transfer coefficient and 
friction factor are estimated from equations (7) and (8) and 
(10), (11) or (12), respectively, using a Reynolds number 
defined in terms of the local coolant passage hydraulic 
diameter. 

In typical probe operations, the coolant flows in the 
direction opposite to that of the gas sample. The coolant is 
turned at the probe tip (to provide impingement cooling for 
the tip) and then returns to the probe exit via an outer annular 
passage to provide coolant to the probe shroud (not shown in 
Fig. 1(a)). The heat extracted by the coolant from the sample 
gas is small relative to the heat absorbed by the coolant in 
cooling the probe shroud. Coolant flow rates are typically 
determined by probe thermal protection requirements rather 
than gas sample cooling requirements. Consequently, 
relatively little temperature rise due to heat extracted from the 
sample gas is experienced by the coolant, and therefore, the 
use in the model of coffowing gas sample and coolant streams 
is justifiable and eliminates the need for solving the coupled 
gas sample-coolant heat transfer problem iteratively. 

Shock Systems. As noted earlier, the supersonic flow 
portion of the probe is terminated by an abrupt change in 
flow area that stabilizes a shock system. The flow is subsonic 
downstream of this system. The simplest shock system may 
consist of a shock train, a system of oblique shocks occurring 
over a finite length of probe passage. The stagnation pressure 
ratio across a shock train is less than that across a normal 
shock. Correlations for the length of shock trains as a func­
tion of upstream Mach number are available [11]. In either 
case, the flow is determined by integrating equation (1) to a 
point just upstream of the shock system; the Rankine-
Hugoniot equations are used to determine properties just 
downstream of the shock and these properties are used as 
initial conditions for the continued integration of equation 
( ! ) • 

Estimate of Off-Design Performance. The model may 
also be used to estimate the performance (i) for probes that 
are designed to achieve an aerodynamic quench but are 
operated under off-design conditions or (ii) for probes in 
which it is not necessary to achieve an aerodynamic quench. 
For a probe designed to provide an aerodynamic quench, the 
expansion angle of the tip region is relatively large. If the 
orifice of such a probe is unchoked, or if the orifice is choked 
but subsonic flow occurs within the tip region (downstream of 
a shock system located in the tip), then separated flow is likely 
to occur in the tip region and the flow will sustain an ad­
ditional stagnation pressure loss. A method to estimate this 
loss as applied to the design of gas sample probes is discussed 
by Colket et al. [2]. 

Method of Solution 

Integration of equation (1) is performed using a simple, 
forward-marching procedure. Specifically, the right-hand side 
of equation (1) is evaluated at each axial location x so that 

M2(x+Ax)=M2(x)+dM2(x) (13) 
where dM2 (x) is determined using equation (1) with all 
parameters evaluated at x. Shapiro [7] has presented 
equations having the form of equation (1) for the other flow 

variables of interest. However, the evaluation of these 
parameters is accomplished in the present model using 
standard one-dimensional flow equations once M2 (x + Ax) is 
determined. For example, the stagnation temperature is 
calculated from 

TT(x+Ax)=TT(x)+dQ/wscPs (14) 

The static temperature is determined from the adiabatic 
relationship 

Ts(x+Ax)=TT(x+Ax)/\l+?^—M2(x+Ax)\ (15) 

while the static pressure is determined from the mass con­
tinuity equation: 

Ps (x+ Ax) = ws/A (x + Ax) [R0 TT{x+ Ax) I (7 W)]05 

(16) 
r (y-1) 1 -°-5 

[M(x+Ax)]~l 1+ r Nf(x+Ax)\ 

Other flow variables may be calculated using similar 
techniques. 

Since the probe orifice is presumed to be choked, and since 
equation (1) is singular at a Mach number of unity, it is 
necessary to assume a low supersonic Mach number (~ 1.05) 
to initiate the integration of this equation. This singularity 
also requires that a small step-size (Ax) be used initially to 
perform the integration. However, as the Mach number 
departs from unity, a larger step-size may be used. The 
computer program incorporating the model alters step-size by 
examining the magnitude of dKfi/M1 throughout the 
calculation. Good results are obtained using a step-size equal 
to approximately one-tenth of the local passage diameter. 

The model has been programmed for use on a UNIVAC 
1100/81A computer. Approximately 20 s of machine time are 
required to estimate the performance of a given probe 
operating at a specified ambient condition. 

Model Validation 

The one-dimensional model was used to design an 
aerodynamically quenching gas sampling probe. An in­
strumented probe was fabricated in accordance with this 
design and used to extract gas samples from a simulated gas 
turbine engine exhaust at a pressure of 0.1 MPa and tem­
peratures of 1000 K. In addition, axial static pressure profiles 
calculated using the model were shown to be in excellent 
agreement with the experimental results. Details of this probe 
design and the comparisons between calculated and ex­
perimental results have been reported elsewhere [6,12]. 

The model has also been used to analyze the performance of 
microprobes (orifice diameters - 100 fim) and predicts that 
such probes are generally not capable of providing an 
aerodynamic quench. Experimental mass flow measurements 
for microprobes show that the mass flow rate varies with back 
pressure even for back pressures as low as 1/10 of the ambient 
pressure. Thus the flow cannot be choked at the orifice of the 
microprobe and no aerodynamic quench is possible; these 
experimental results are in agreement with the predictions of 
the model. The experimental results and model predictions are 
discussed in detail by Colket et al. [6, 12]. 

Two-Dimensional Effects 

It has been assumed in the model that the flow within the 
probe can be treated as one-dimensional. The>good agreement 
between calculated and measured axial (.static pressure 
profiles, cited previously, indicates that the one-dimensional 
flow assumption is reasonable for treating the hydrodynamics 
of the flow. Chemical reaction rates depend exponentially on 
local static temperature; thus, small changes in static tem-

462/Vol. 106, MAY 1984 Transactions of the ASME 

Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



perature in the radial direction can produce large variations in 
reaction rates. However, it can be argued that the one-
dimensional flow assumption is still reasonable. While the 
local static temperature approaches the local stagnation 
temperature near the wall, the local stagnation temperature is 
generally much lower than the bulk value because the sample 
passage is cooled; hence radial static temperature variations 
are less in the nonadiabatic case than in the adiabatic case. To 
determine the importance of radial variations in static tem­
perature on species concentrations, a two-dimensional flow 
model must be used in conjunction with a detailed chemical 
kinetics analysis. However, a one-dimensional model 
produces reasonable initial estimates of probe performance 
and is more economical to use than a two-dimensional model. 

Sensitivity Study 

In this section, calculations made using the model are 
presented to demonstrate the trade-offs in probe geometric 
factors that can be made to design a probe capable of 
providing an aerodynamic quench over a range of operating 
conditions. The geometric factors include: orifice diameter, 
D0; the area ratio between the first (supersonic) constant area 
section and the orifice, A/A0 = (D/DD)2; the average 
divergence half-angle in the tip regon, a; and the distance 
from the orifice to the end of the first constant area section, 
L. Calculated results are presented for assumed values of 
stagnation pressure of 0.1 and 1.0 MPa and stagnation 
temperature of 2000 and 3000 K. For all cases, the sample gas 
was assumed to be air with temperature-dependent thermal 
and transport properties. Heat transfer in the tip region was 
assumed to be negligible in these calculations. It was assumed 
that the coolant was water with an initial temperature of 298 
K and flowrate of 63 gm/s; the hydraulic diameter of the 
coolant passage was calculated from the outside diameter of 

the sample tube (as determined from the orifice diameter, the 
tip region area ratio, and the wall thickness of the sample 
tube, 0.07 cm) and the inside diameter of the coolant tube (2.0 
cm for all calculations described below). Since no desired 
quenching rate has been specified in performing these 
calculations, the model was used to predict the maximum 
value for L for each flow condition and configuration; the 
maximum value of L is defined as the length required for the 
Mach number to be reduced to unity by frictional forces. The 
minimum back pressure is the stagnation pressure at this 
position in the probe and is the minimum pressure that must 
be provided by the pumping system to maintain supersonic 
flow up to the end of the constant area section. (Obviously, 
the minimum back pressure must be reduced by shock losses 
and friction losses in the subsonic flow downstream of the 
shock system to determine the minimum pressure required of 
the pumping system.) A summary of the assumed ambient gas 
conditions and probe geometric factors is presented in Table 
1. The results presented in graphic form are also labeled in 
accordance with Table 1. As indicated in Table 1 and in the 
appropriate graphs, the area ratio for the tip region is also 
characterized by an ideal Mach number, M I D L . The ideal 
Mach number is the supersonic Mach number at the exit of the 
probe tip region in the absence of friction and heat transfer 
(i.e., for isentropic flow in the tip region). 

Effect of Orifice Diameter. Calculated values of the 
distance, L, from the probe orifice to the end of the first 
constant area (supersonic flow) section are plotted as a 
function of local stagnation temperature in Figs. 2 and 3 for 
two ambient stagnation pressures, two ambient stagnation 
temperatures, and three probe orifice diameters. Calculations 
such as those shown here can be used to determine the length 
of the constant area section for given ambient stagnation 
conditions, for a required reduction in sample stagnation 

Table 1 Summary of model inputs and calculated results 

Case Dn A/An M„ adeg P /P ' 
1 n' x n 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 

" Disti 

0.1 
0.1 
1.0 
1.0 
0.1 
0.1 
1.0 
1.0 
0.1 
0.1 
1.0 
1.0 
0.1 
0.1 
0.1 
0.1 
0.1 
0.1 
0.1 
0.1 
0.1 
0.1 
0.1 
1.0 
1.0 
0.1 
0.1 
0.1 
1.0 
1.0 
1.0 
1.0 
1.0 

ance from p 

2000 
3000 
2000 
3000 
2000 
3000 
2000 
3000 
2000 
3000 
2000 
2000 
2000 
2000 
2000 
2000 
2000 
2000 
2000 
2000 
2000 
3000 
3000 
2000 
2000 
3000 
3000 
3000 
2000 
2000 
3000 
3000 
3000 

robe orifice 

0.2 
0.2 
0.2 
0.2 
0.1 
0.1 
0.1 
0.1 
0.5 
0.5 
0.5 
0.5 
0.2 
0.2 
0.2 
0.2 
0.2 
0.2 
0.2 
0.2 
0.5 
0.2 
0.2 
0.2 
0.2 
0.2 
0.2 
0.2 
0.2 
0.2 
0.2 
0.2 
0.2 

to end of c 

9.1 
9.1 
9.1 
9.1 
9.1 
9.1 
9.1 
9.1 
9.1 
9.1 
9.1 
9.1 
9.1 
9.1 
5.2 

15.9 
1.2 
1.8 
3.0 
6.9 
3.9 
5.2 
3.0 
5.2 
3.0 

15.9 
1.2 
1.8 

15.9 
16.6 

1.8 
5.2 

16.6 

onstant are; 

3.5 
3.5 
3.5 
3.5 
3.5 
3.5 
3.5 
3.5 
3.5 
3.5 
3.5 
3.5 
3.5 
3.5 
3.5 
4.0 
1.5 
2.0 
2.5 
3.27 
2.75 
3.0 
2.5 
3.0 
2.5 
4.0 
1.5 
2.0 
4.0 
4.5 
2.0 
3.0 
4.5 

a section; ca 

4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 

lculation te 

18.8 
11.0 
24.6 
23.6 
4.0 
2.4 

10.0 
9.5 

47.3 
51.8 
60.0 
60.0 
20.0 
20.6 
23.9 
17.2 

1.6 
4.0 
8.5 

20.6 
15.2 
10.1 
8.7 

16.7 
10.4 
11.6 
4.6 
6.9 

34.1 
34.8 

5.2 
15.9 
33.7 

rminated if Z, at 

0.085 
0.090 
0.091 
0.088 
0.095 
0.099 
0.093 
0.091 
0.088 
0.082 
0.103 
0.100 
0.083 
0.082 
0.130 
0.053 
0.797 
0.505 
0.280 
0.106 
0.191 
0.157 
0.273 
0.167 
0.305 
0.052 
0.706 
0.460 
0.050 
0.048 
0.528 
0.164 
0.047 ' 

1229 
2038 
1386 
1975 
1514 
2462 
1437 
2067 
1301 
1720 
1445 
2039 
1164 
1131 
912 

1441 
1810 
1623 
1396 
1091 
1134 
1992 
1986 
1504 
1645 
2120 
2139 
2023 
1301 
1296,, 
26451 
2171 \ 
1824 

tained a value of 60.0 cm. 
6 Ratio of back pressure to ambient stagnation pressure 
c Sample gas stagnation temperature at L 
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1000 1500 2000 
STAGNATION TEMPERATURE — K 

Fig. 2 Effect of probe orifice diameter on length of supersonic section 
of probe—PT = 0.1 MPa 

Fig. 3 Effect of probe orifice diameter on length of supersonic section 
of probe—PT = 1.0 MPa 

CASE 

15 
16 
19 
2 
23 
28 

«A„ 

5.2 
15.9 
30 
9.1 
3.0 
1.8 

"IDL 

3.0 
4.0 
2.5 
3.5 
2.5 
2.0 

1000 1500 2000 

STAGNATION TEMPERATURE -

Fig. 4 Effect on tip region area ratio on length of supersonic section 
of probe 

temperature prior to the occurrence of the shock system, and 
for a required sample flow rate. 

For a given reduction in stagnation temperature, the 
calculated results shown in Figs. 2 and 3 indicate that the 
required length of the supersonic flow section of the probe 
increases with increasing ambient stagnation pressure and 
orifice diameter. The effect of ambient stagnation tem­
perature on length is not clear. As the ambient stagnation 
temperature increases, the mass flow rate of the sample 
decreases and the amount of energy that must be extracted 
from the sample to achieve a specified reduction in stagnation 
temperature increases. At the same time, the ability of the 
coolant to extract heat from the sample (/) may increase due to 
the larger difference between the recovery temperature of the 
sample and the coolant or (//) may decrease due to the 
reduction in sample heat transfer coefficient due to a 
reduction in sample Reynolds number. Assuming that the 
sample heat transfer coefficient is representative of the overall 
heat transfer coefficient and that the flow within the probe is 
turbulent (the latter is true for all calculations described in this 

section), then it can be shown that L increases as the ambient 
stagnation temperature increases. For the flow conditions 
assumed here, a probe designed to reduce the sample 
stagnation temperature from 2000 K to a specified value may 
be incapable of reducing the sample stagnation temperature 
from 3000 K to the same specified value. The calculated 
results for an ambient stagnation temperature of 3000 K 
indicate that the minimum stagnation temperature that can be 
achieved prior to the end of the supersonic flow section is 
(approximately) 1900 K. For a kinetic process with an ap­
parent activation energy of 30 Kcal/mole, this temperature 
decrease reduces reaction rates by a factor of 20. While this 
reduction in reaction rates is substantial, the static tem­
peratures of the flow may still be high enough for reactions to 
occur in the subsonic section of the probe or in the sample 
transfer line. Whether reactions occurring in the subsonic 
region are important can only be determined by combining 
the results of the appropriate aerodynamic model with a 
detailed kinetics analysis. 

As the ambient stagnation pressure or the probe orifice 
diameter increases, the sample mass flow rate increases so 
that more heat must be extracted from the sample to achieve 
the desired reduction in stagnation temperature; therefore, L 
increases. 

Effect of Tip Area Ratio. The calculated distance (L) 
from the probe orifice to the end of the constant area 
(supersonic flow) section of the probe is plotted as a function 
of stagnation temperature in Fig. 4 for a fixed ambient 
stagnation pressure and orifice diameter, but for various tip 
geometric area ratios (or, equivalently, ideal Mach numbers); 
calculations are presented for values of ambient stagnation 
temperature of 2000 K and 3000 K. For a specified ambient 
stagnation temperature, the greatest reduction in sample 
stagnation temperature is achieved at an intermediate area 
ratio of approximately 5 for an ambient stagnation tem­
perature of 2000 K and approximately 3 for an ambient 
stagnation temperature of 3000 K. As the area ratio decreases 
(relative to these extrema), the length required to achieve a 
given reduction in sample stagnation temperature decreases 
whereas the minimum achievable stagnation temperature 
increases. As the area ratio increases beyond the optimal 
value, both the distance required to achieve a given reduction 
in stagnation temperature and the minimum achievable 
stagnation temperature increases. For a fixed mass flow rate, 
the heat transfer rate decreases as the local diameter of the 
probe increases. Since sample passage diameter increases with 
increasing tip region area ratio, the length required to achieve 
a given reduction in sample stagnation temperature (to extract 
a given amount of heat from the sample) increases with in­
creasing tip region area ratio as shown in Fig. 4. The Mach 
number at the entrance of the first constant area section in­
creases with increasing tip region area ratio. While friction 
forces (which are proportional to A/2) are larger in higher 
Mach number flows, a larger reduction of Mach number is 
required to choke such flows. Friction forces reduce the local 
stagnation pressure thereby decreasing the local supersonic 
Mach number; for a given mass flow rate, a larger value of 
sample stagnation pressure is associated with a larger value of 
supersonic Mach number. 

Calculations were also performed for an ambient 
stagnation pressure of 1.0 MPA and ambient stagnation 
temperature of 2000 K over the same range of tip region area 
ratio as summarized in Fig. 4 (see Cases 3, 24, 25, 29, and 30 
in Table 1). No extremum in geometric parameter L or 
required back pressure was determined by the> model for the 
assumed ambient conditions throughout this range of area 
ratios. The value of L for a required!change in stagnation 
temperature decreases with increasing tip region area ratio. 
Examination of the calculated results presented in Table 1 
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IX 3 

CASE 

15 
- 16 

17 
18 

. 19 
2 
22 
23 

- 26 
27 
28 

A/A0 

5.2 
15.9 
1.2 
1,8 
3.0 
9.1 
5.2 
3.0 
15.9 
1.2 
1.8 

MIDL , ^ 
3.0 / / " ^ 
4.0 " ' / 
1.5 2 7 , / 

2.0 , -
2.5 / ^ ^ ^ 
3.5 / ^--"^ 
3.0 i e r 2 8 ^ / 

2.0 \SY^ _^r-^"^ 

, 1 6 h 7 ,26' —! " 
1000 1500 2000 2500 

STAGNATION TEMPERATURE — K 

Fig. 5 Effect of tip region area ratio on minimum probe back pressure 

STAGNATION 
TEMPERATURE 

RESIDENCE TIME — psec 

Fig. 6 Sample gas temperatures—time variation for Case 15 

indicates that an area ratio of (approximately) 16 may be near 
optimum. 

In order to maintain the supersonic flow thoughout the 
required length of the first constant area section (as deter­
mined, for example, from Fig. 4), it is necessary to maintain 
the back pressure on the sample below some minimum value. 
Calculated back pressures corresponding to the cases shown 
in Fig. 4 are depicted in Fig. 5. In these calculations, it has 
been assumed that the back pressure is the stagnation pressure 
behind a normal shock located at the end of the required 
constant area section. Stagnation pressure losses due to the 
sudden expansion of the resulting subsonic flow at the end of 
the constant area section or due to friction in the subsonic 
section of the probe and transfer line have been neglected; in 
any case, these losses generally are only a few percent of the 
overall stagnation pressure loss. For a practical gas sampling 
system, variations in pumping system capability must be 
considered; that is, it should be assumed for design purposes 
that the shock occurs at some low value of supersonic Mach 
number (~ 1.2). As an example of the variation in required 
back pressure, assume that a reduction is desirable in the 
stagnation temperature at the end of the supersonic flow 
section to (say) 1450 K. From Fig. 5, it can be determined that 
the required back pressure ratio is between 0.05 and 0.28, 
depending on the value of tip region area ratio for an ambient 
stagnation temperature of 2000 K. Furthermore, there is no 
back pressure which will permit a calculated reduction of 
sample stagnation temperature from 3000 to 1450 K. 

The required back pressure to obtain a specified stagnation 
temperature is essentially invariant with changes in orifice 
diameter for a fixed tip region area ratio, divergence half-
angle and stagnation conditions. For example, the calculated 
back pressures for a given stagnation temperature are similar 
for Cases 1,5, and 9 (Table 1). Generalization of this result 
for conditions other than those examined in this paper is not 
possible. For example, if the orifice diameter is sufficiently 
small, the flow within the probe will be laminar; the flow 
within the probe is turbulent for all conditions considered in 
this study. Skin friction and heat transfer coefficients have 
substantially different values in laminar and turbulent flows. 

Effect of Tip Divergence Half-Angle. Examination of 
Table 1 for Cases 1, 13, and 14 indicates that the effect of tip 
divergence half-angle is relatively small on both the maximum 
achievable reduction in sample stagnation temperature and 
the corresponding minimum back pressure. Since heat 
transfer within the tip region was assumed to be negligible for 
these calculations, the differences in calculated results may be 
due simply to variations in the length of the adiabatic probe 
section. Consequently, if the flow within the tip region does 
not separate, changes in tip divergence half-angle result in 
negligible changes in overall probe performance. Whether the 
flow separates in the tip region can best be determined using 
the calculated flow profiles together with an appropriate 
viscous flow (e.g., boundary layer) analysis. 

Calculated Quenching Rates. Static and stagnation 
temperature quenching rates can be determined from 
calculated profiles of static and stagnation temperature with 
sample gas residence time such as those presented in Fig. 6. 
The gas static temperature is reduced to a relatively low value 
(< 1000 K from 2000 K) within a few microseconds as the 
flow is accelerated supersonically. The stagnation tem­
perature is reduced at a slower rate by heat transfer to the 
coolant. For the cases considered here, no reduction in 
stagnation temperature occurs within the adiabatic tip region. 
Assume that the chemical reactions of interest are quenched 
below a static temperature of 1200 K. Thus, for the flow 
conditions depicted in Fig. 6, an aerodynamic quench is 
achieved with 6 ixs. Supersonic flow must be maintained until 
the stagnation temperature is reduced to 1200 K; e.g., until 
140 /is. From Fig. 4 (Case 15), it can be determined that the 
constant area section can therefore be terminated 16 cm from 
the probe orifice. 

Summary 

A one-dimensional model has been described and used to 
predict the performance of probes designed to achieve an 
aerodynamic quench. The calculated probe performance 
(maximum achievable reduction in sample stagnation tem­
perature within the length of the supersonic flow section of 
the probe) is a strong function of ambient stagnation con­
ditions, probe orifice diameter, and tip region area ratio, but 
is only a weak function of probe tip divergence half-angle. 
The minimum back pressure required to sustain supersonic 
flow is a strong function of the tip region area ratio but ap­
pears to be insensitive to variations in orifice diameter for 
otherwise fixed geometric and ambient conditions for the 
range of parameters examined in this study. 

Experimental results [6, 12] and the model indicate that 
aerodynamically quenching gas sampling probes can be 
designed, constructed, and operated successfully but the 
complexities of probe design construction and operation are 
more severe than indicated previously [13, 14]. Probes 
designed to achieve an aerodynamic quench must contain a 
divergent tip that makes a smooth transition to the first 
constant area section which is terminated by a sudden 
enlargement in flow area. The sudden expansion provides a 
means of stabilizing a shock system and minimizing ad­
ditional pressure losses in the subsonic section of the probe. 
Construction of such probes is somewhat complicated by the 
geometric requirements of the tip region and by the 
desirability to install sufficient instrumentation to assure that 
an aerodynamic quench has been achieved.\The calculated 
results indicate that the probe may be incapable of achieving 
an aerodynamic quench for all ambient conditions of interest; 
in any case, the required back pressure is quite low and may 
be lower than the pressure achievable by the pumping system. 
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This section contains shorter technical papers. These shorter papers will be subjected to the same review process as that 
lor full papers. 

Fully Developed Laminar Heat Transfer in Circular 
Sector Ducts With Isothermal Walls 

A. C. Trupp1 and A. C. Y. Lau1 

Nomenclature 

Dh 

f = 

r 
h 

h* 
H 
k 
I 

m 

M 
Nu 

Nu* 
P 

P„ 

Q 

r0 
R 

Re 
Re* 

t 
T 

u 
U 

cross-sectional area of circular 
sector duct, 4>rl 
specific heat at constant pressure 
equivalent hydraulic diameter, 
2</.r0/(l + </>) 
Fanning friction factor, Dh(- dPI 
dx)/{2pul) 
(w2pr5

0/m
2)(-dP/dx) 

average heat transfer coefficient at 
solid-fluid interface, q/(tw - tb) 
aw/(tw-tb) 
dimensionless fin height, l/r0 

thermal conductivity of fluid 
fin height 
total mass flow rate through entire 
(partitioned/finned) tube 
number of equispaced fins 
average Nusselt number, hDh/k 
h*(2r0)/k 
pressure 
wetted perimeter of circular sector 
duct, 2/-0(l+r/>) 
overall average heat flux, Q/(MPW) 
S/(27rr0) 
total heat transfer rate for entire 
(partitioned/finned) tube 
radial coordinate 
radius of tube 
dimensionless radial coordinate, 
/•//•a 
Reynolds number, pubDhl'\i 
2m/(Trr0n) 
temperature 
dimensionless temperature, (t-
tw)/(qwrQ/k) 
axial velocity 
dimensionless axial velocity, 
u/[(r2

0/n)(-dP/dx)] 

x = axial coordinate 
/3 = half the angle subtended by one fin 
6 = angular coordinate 
fj. = dynamic viscosity 
p = density 
<t> = half the apex angle of a circular 

sector duct 

Subscripts 
b = bulk 
w = wall 

HI = uniform heat input axially, uniform 
temperature peripherally 

T = uniform temperature axially and 
peripherally 

Introduction 
The circular sector duct (see inset to Fig. 1 for cross section) 

has received renewed attention in recent years, since it forms a 
limiting case for internally finned tubes (full tapered fins) and 
is expected to be a common element in multipassage tubes. 
Certain characteristics of fully developed laminar flow of a 
constant properties fluid through straight circular sector ducts 
have been known for some time. Values for fRe for 0 < <j> < 
ir/2 have been documented by Shah and London [1]. Fur­
thermore, Soliman and Feingold [2] have provided analytical 
solutions for axial velocity distribution, bulk velocity, and 
/*Re*. Regarding heat transfer, results are available for 
average Nusselt number for 0 < <j> < ir/2 for the case of 
uniform heat input axially and uniform temperature at any 
cross section (Nu f f l). These results have been documented in 
[1] and are shown in Fig. 1 for later comparison. These results 
have also been confirmed (for various 4>) by both Masliyah 
and Nandakumar [3] and by Soliman and Feingold [4] in 
connection with their work on internally finned tubes. Apart 
from these results, it appears that there are no published 
solutions for other thermal boundary conditions, except for 
the case of uniform heat flux in both the axial and peripheral 
directions, for which the results are also provided in [1], 
Recently, in our work on internally finned tubes, results were 
obtained [5] for the case of constant temperature in both the 
axial and peripheral directions (NU7-). Following essentially 
the same finite difference procedure, results for this boundary 
condition were obtained for circular sector ducts for 4 deg < 
0 < 90 deg. The purpose of this technical note is simply to 
communicate our results for average Nusselt number. 
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Analysis •• \ > 

For fully developed laminar flow of a constant properties 
fluid subject to negligible body forces, the governing 
momentum equation is ^ , 
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Circular sector ducts - fully developed laminar heat transfer 

1 d / du \ 1 d2u _ 1 dP 

r dr\ dr / r2 3d2 /x dx 

Nondimensional izing, using quantities defined 
Nomencla ture , results in 

1 d / 3C/ \ 1 d2U 

R dR\ 8R ) + R2 862 

(1) 

in the 

(2) 

Using tapered fins as in [2], identical circular sector ducts 
can be obtained by partitioning a circular tube (of radius r0) 
by M equispaced full fins (H= 1) of thickness 2/8. In this 
context, both/* and Re* are meaningful [2], and the product 
f* Re* is a " tube" property and a function of M and /3. On 
the other hand, the product/Re for a circular sector duct is a 
function only of 0. It can be easily shown that /Re and/*Re* 
are related by. 

/Re D\MA, ( T T - M / S ) 3 0J 

_ _ (3) 
/ * R e * 4irr% 7r(7r + M - M / 3 ) 2 (0 + /3)(l + 0) 2 

For the heat transfer, as already mentioned, N u r values 
were sought for circular sector ducts. For fully developed flow 
of a constant properties fluid with axial conduction and 
viscous dissipation both negligible, the governing energy 
equat ion is 

1 (4) 1 d2t 
+ -r Or \ dr / H dd2 

nondimensionalizing, for 

pcp dt 
— - u 

k ox 
(4) 

Again nondimensionalizing, for a fully developed tem­
perature profile (dT/dx~0), equation (4) becomes: 

1 d / „ dT \ 1 d2T 

~dR R dR V dR ) P.2 3d2 J 

It can be shown that Nu* r = - 2/Tb, but (again) whereas Nuf 
is a " tube" property and a function of M and 0, Nu r for a 
circular sector duct is a function of 0 alone. The relationship 
between N u r and Nu^ is given by 

N u r XD„ 7r(ir-M/3) 0(0 + 0) 
(1 + 0)2 

NujS MPW (TT + M -

It follows from (3) and (6), for /3 = 

/Re Nu r 

-Af/3)2 

0, that 

l+< 

(6) 

(7) 

(5) 

/*Re* Nu^ 
For the circular sector duct, geometric symmetry reduces 

the solution domain to 0 < 6 < 0. This region was fitted with 
a uniform 20 x 20 grid. The adequacy of this mesh size for 
fluid flow was tested by solving (2) (recast in finite difference 
form) subject to (7=0 at the solid walls and dU/dd = Q on the 
symmetry line (0 = 0). The results for local velocity and/*Re* 
for the six ducts tested (0 from 4 deg to 90 deg) were in good 
agreement with the analytical results of [2]. However, in order 
to maximize accuracy, it was decided to employ the analytical 
results [2] (for/"Re* and U) directly in (5). Before proceeding 
with the solution to (5), the adequacy of the mesh for heat 
transfer was tested by solving for the case of uniform heat 
input axially and uniform temperature at any cross section. 
The governing equation (no net axial conduction now) is 
identical to (5) except that the right-hand-side product consists 
only of/*Re*t/. The results for NuHl were within 0.4 percent 
of the values tabulated in [1] for the ten cases of 0 between 4 
deg and 90 deg. Finally, equation (5) was solved subject to 
T=0 at the walls and dT/dd = 0 at 0 = 0. Using an iterative 
procedure, the temperature field was taken to be converged 
when changes in Tbetween successive iterations (AT) achieved 
values of AT<0.0001 T for all nodes. 

Results and Discussion 
The results for N u r for fifteen cases are listed in Table 1 

and plotted in Fig. 1. As expected, N u r < N u w , for a given 
circular sector duct. In fact, with increasing 4>, the ratio 
Nu/^/Nuj- (see Table 1) first decreases monotonically from a 
value of 1.50 at 0 = 4 deg to 1.23 at 0 = 30 deg, and then 
remains almost constant at about 1.23. The latter is close to 
the value 1.19, which is the corresponding ratio for circular 
tubes (0=180 deg). 

For a circular sector duct, as </>~0, it is logical to expect the 
heat transfer to be the same as for an isosceles triangular duct. 
Hence the N u r curve in Fig. 1 has been extended from 0 = 4 
deg to the value NuT = 0.943 at 0 = 0 [1]. Furthermore, using 
data reported in [1], the curve for N u r for isosceles triangular 
ducts has been included in Fig. 1 for comparison. For the 
same 0 and r0, an isosceles triangular duct differs from a 
circular sector duct only in that the circular arc side is replaced 
by its chord. As can be seen in Fig. 1, for small 0, the Nusselt 
numbers differ only slightly, as would be expected. But as 0 
increases, Nu r for the circular sector duct continues to 
progressively exceed that for the isosceles triangular duct. 
This behavior is probably due mainly to increased heat 
transfer in the base corners. For circular sector ducts, these 
corner angles remain at 90 deg but equal (90 - 0) for isosceles 
triangular ducts. 

The present N u r results for circular sector ducts can be 
described by 

N u r = 0.943 + 2.714[l-exp[ -1.89(0)0 7 2 9 )],O<0<O.655 

= 0.943+2.714[l-expfl.68(0)°"53]].O.655<S0<7r/2 

Equation (8) reproduces the Nu r valuesJisted .in Table 1 to 
within 0.75 percent. It is also of interest to note for circular 
sector ducts that /Re is given by 

/ R e = 1 2 + 4 [ l - e x p j - 1 . 5 0 ( 0 ) ) ,,, (9) 
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Table 1 Circular sector ducts - average Nusselt numbers 
(Nur) 

N117-

1.586 
1.686 
1.898 
2.072 
2.342 
2.469 
2.543 
2.625 
2.819 
2.932 
2.993 
3.108 
3.188 
3.285 
3.316 

NUtfi/Nuj-

1.50 
1.45 
1.38 
1.33 
1.28 
1.26 
1.25 
1.24 
1.23 
1.22 
1.22 
1.22 
1.22 
1.23 
1.23 

to well within 1 percent for 0 < <j> < ir/2, whereas for the 
same range, Nuwl is given (within about 3 percent) by 

N u „ , = 2.059+ 2.305[l-exp( -1.74(0)] (10) 

Note: </> is in radians for equations (8-10). 

Acknowledgment 
This research was supported by the Natural Sciences and 

Engineering Research Council of Canada. 

References 
1 Shah, R. K., and London, A. L., "Laminar Flow Forced Convection in 

Ducts," Advances in Heat Transfer, Supplement 1, Academic Press, 1978. 
2 Soliman, H. M., and Feingold, A., "Analysis of Fully Developed Laminar 

Flow in Longitudinal Internally Finned Tubes," The Chemical Engineering 
Journal, Vol. 14,1977, pp. 119-128. 

3 Masliyah, J. H., and Nandakumar, K., "Heat Transfer in Internally 
Finned Tubes," ASME JOURNAL OF HEAT TRANSFER, Vol. 96, 1976, pp. 
257-261. 

4 Soliman, H. M., and Feingold, A., "Analysis of Heat Transfer in In­
ternally Finned Tubes Under Laminar Flow Conditions," Proc. 6th Int. Heat 
Transfer Conf, Vol. 2, 1978, pp. 571-576. 

5 Soliman, H. M., Chau, T. S., and Trupp, A. C , "Analysis of Laminar 
Heat Transfer in Internally Finned Tubes With Uniform Outside Wall Tem­
perature," ASME JOURNAL OF HEAT TRANSFER, Vol. 102,1980, pp. 598-604. 

Melting Around a Horizontal Heated Cylinder: Part 
II-Numerical Solution for Isothermal Boundary 
Condition 

J. Prusa1 and L. S. Yao2 

Introduction 

Many important problems in engineering science, when 
formulated in mathematical terms, involve very irregularly 
shaped boundaries which move with time. Such problems 
require that the position of the boundaries be determined as 
part of the solution. Obvious examples can be found in the 
growth of crystals, in phase-change, bubble dynamics, 
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cavitation, surface waves, combustion, and in compressible 
flow problems. Irregular, moving boundaries cause enormous 
complications by adding extra dependent variables to a given 
analysis and by making it more difficult to apply boundary 
conditions. This study solves a typical engineering problem 
that involves an irregular moving boundary-the melting of a 
solid about an isothermally heated horizontal cylinder. The 
complications introduced by irregular moving boundaries are 
handled by using a transformation method. The boundaries in 
the physical plane are mapped into simple fixed geometric 
shapes in a transformed plane. Analysis is done in the simple 
fixed geometry of the transformed plane using an orthogonal 
coordinate system such as polar or Cartesian coordinates. In 
the physical plane, the elementary Cartesian or polar coor­
dinates of the transformed plane form a curvilinear coor­
dinate (generally nonorthogonal) system which grows with 
and precisely matches the irregular moving shapes of the 
boundaries. The curvilinear coordinates are called "natural 
coordinates" [1]. The net effect of these transformations is to 
reduce problems with complicated transient geometries to 
problems with simple and fixed geometries. 

In the present study, the coordinate transformation used to 
determine the natural coordinates has the following form 
[2-7]: 

r= + c andii=ii 

Rj and R0 are the radii of the inner and outer boundaries. In 
general, Rj=Rj(\l/J)andR0 = R0(ij/,i). In two dimensions, the 
transformation works by mapping the irregular moving 
physical domain into concentric circles in the transformed 
plane; c is a constant which determines the radii of the circular 
boundaries in the transformed plane. The natural coordinate 
system which is generated by the coordinate transformation is 
equivalent to the system generated by the body-fitted coor­
dinate method [1], However, since the present transformation 
is so simple, its use is not limited to numerical methods. It can 
be useful even in analytical methods (see [4, 5, 8]. This 
simplicity also means that in a numerical method, the exact 
calculation of the coordinate system requires an insignificant 
amount of computer time. This is in direct contrast to the 
body-fitted coordinate method. Finally, if R, or R0 have fixed 
circular or spherical shapes, fewer extra terms are added to 
the transformed governing equations. Clearly, for enclosed 
geometries the radial transformation can exhibit greater 
efficiency than the method of body-fitted coordinates. 

This work is primarily motivated by interest in demon­
strating the use of a coordinate transformation method in 
engineering problems characterized by doubly connected 
regions. The transformation is very simple and can be used to 
generate natural coordinates for analytical methods. In the 
present melting problem, the transformation is used to 
generate natural coordinates for a numerical method. This 
requires a negligible increase in computer time. All of the 
terms generated by the transformation are kept in the 
governing equations, and as a result, the numerical method is 
not limited to small variations in the shape of the melt region 
(consequently, to small values of buoyancy force or heat 
transfer rates). Significant information on the melting process 
is generated for intervals of time far beyond the initial period 
that is conduction dominated. The solution is restricted to the 
case of an isothermally heated cylinder. The solution for the 
constant heat flux cylinder is given in [8]. The governing 
equations in the present work are also recast intp forms which 
remove the initial singularity in the solution. This allows the 
numerical solution to begin immediately at *the start of 
melting. A direct comparison is then rnade with solutions 
using an ad hoc starting method in order to demonstrate the 
errors which such methods introduce. 
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Many important problems in engineering science, when 
formulated in mathematical terms, involve very irregularly 
shaped boundaries which move with time. Such problems 
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growth of crystals, in phase-change, bubble dynamics, 
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cavitation, surface waves, combustion, and in compressible 
flow problems. Irregular, moving boundaries cause enormous 
complications by adding extra dependent variables to a given 
analysis and by making it more difficult to apply boundary 
conditions. This study solves a typical engineering problem 
that involves an irregular moving boundary-the melting of a 
solid about an isothermally heated horizontal cylinder. The 
complications introduced by irregular moving boundaries are 
handled by using a transformation method. The boundaries in 
the physical plane are mapped into simple fixed geometric 
shapes in a transformed plane. Analysis is done in the simple 
fixed geometry of the transformed plane using an orthogonal 
coordinate system such as polar or Cartesian coordinates. In 
the physical plane, the elementary Cartesian or polar coor­
dinates of the transformed plane form a curvilinear coor­
dinate (generally nonorthogonal) system which grows with 
and precisely matches the irregular moving shapes of the 
boundaries. The curvilinear coordinates are called "natural 
coordinates" [1]. The net effect of these transformations is to 
reduce problems with complicated transient geometries to 
problems with simple and fixed geometries. 

In the present study, the coordinate transformation used to 
determine the natural coordinates has the following form 
[2-7]: 

r= + c andii=ii 

Rj and R0 are the radii of the inner and outer boundaries. In 
general, Rj=Rj(\l/J)andR0 = R0(ij/,i). In two dimensions, the 
transformation works by mapping the irregular moving 
physical domain into concentric circles in the transformed 
plane; c is a constant which determines the radii of the circular 
boundaries in the transformed plane. The natural coordinate 
system which is generated by the coordinate transformation is 
equivalent to the system generated by the body-fitted coor­
dinate method [1], However, since the present transformation 
is so simple, its use is not limited to numerical methods. It can 
be useful even in analytical methods (see [4, 5, 8]. This 
simplicity also means that in a numerical method, the exact 
calculation of the coordinate system requires an insignificant 
amount of computer time. This is in direct contrast to the 
body-fitted coordinate method. Finally, if R, or R0 have fixed 
circular or spherical shapes, fewer extra terms are added to 
the transformed governing equations. Clearly, for enclosed 
geometries the radial transformation can exhibit greater 
efficiency than the method of body-fitted coordinates. 

This work is primarily motivated by interest in demon­
strating the use of a coordinate transformation method in 
engineering problems characterized by doubly connected 
regions. The transformation is very simple and can be used to 
generate natural coordinates for analytical methods. In the 
present melting problem, the transformation is used to 
generate natural coordinates for a numerical method. This 
requires a negligible increase in computer time. All of the 
terms generated by the transformation are kept in the 
governing equations, and as a result, the numerical method is 
not limited to small variations in the shape of the melt region 
(consequently, to small values of buoyancy force or heat 
transfer rates). Significant information on the melting process 
is generated for intervals of time far beyond the initial period 
that is conduction dominated. The solution is restricted to the 
case of an isothermally heated cylinder. The solution for the 
constant heat flux cylinder is given in [8]. The governing 
equations in the present work are also recast intp forms which 
remove the initial singularity in the solution. This allows the 
numerical solution to begin immediately at *the start of 
melting. A direct comparison is then rnade with solutions 
using an ad hoc starting method in order to demonstrate the 
errors which such methods introduce. 
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Analysis 

The analysis begins by considering the equations for un­
steady laminar flow in polar coordinates. The dependent 
variables are vorticity, streamfunction, and temperature. The 
independent variables are radius, angular coordinate, and 
time. The radius of the liquid-solid boundary, R, is a fourth 
dependent variable in the phase-change problem. A fourth 
governing equation must be determined for R - it is found by 
considering the energy balance in a control system at the 
interface. The complete mathematical description also 
requires initial and boundary conditions. At time zero the 
heating of the solid phase begins. Instantaneously, a con­
centric annular melt region of infinitesimal thickness appears 
around the heated cylinder. The sudden appearance of liquid 
phase corresponds to a singularity in the governing equations 
at time zero. 

Nonsingular Nondimensionalization. The radial coor­
dinate is nondimensionalized so that the outer boundary 
formed by the liquid-solid interface, at r = R, is transformed 
into the unit circle, r=l. The inner boundary, r = a, is 
transformed into the pole, r = 0. This constitutes the coor­
dinate transformation. In dimensionless form, the radial 
distance from the inner cylinder to the interface is measured 
by the gap function, Z. When the cylinder is heated so as to 
maintain a constant surface temperature, the singularity in the 
governing equations at time zero is of order tVl [9]. Con­
sequently, in order to remove the singularity from the 
governing equations, tv' is factored out of the gap function. 
The coordinate transformation then takes on the following 
form 

-,\p=\p,t = t/(a2/a) (coordinates) (la) 

180° 

aZ(2t)Vl 

Z = (R-a)/a{2t)'A (gap function) (lb) 

The governing equations and boundary conditions are 
nondimensionalized using equation (1). The dimensionless 
initial conditions are found by letting ^ = 0 in the governing 
equations and then solving for each of the four dependent 
variables. Details of the governing equations, initial con­
ditions, and boundary conditions can be found in [7] and [10]. 

The method of approximating the dimensionless governing 
equations with finite difference equations follows that used in 
[11] and is explained in detail in [7]. Details of the com­
putational procedure can also be found in [7]. Computations 
were performed with three values of the Stefan number: 
St = 0.02, 0.10, and 1.0. 

Singular Nondimensionalization. Since the present 
numerical method makes accurate predictions beginning at 
time zero, it can be used to estimate the errors that result when 
false-starting techniques are used. Such techniques are 
required when the square root singularity is not removed from 
the governing equations. By using the coordinate trans­
formation 

B 

aB 

R-a 

,i/=^,t=i/(a2/a) (coordinates) (2a) 

(gap function) (2b) 

in lieu of equation (1), the dimensionless governing equations 
can be cast into a singular dimensionless form. Note that early 
periods of time are of greatest interest for this comparison 
because the error that results from false-starting techniques 
decays with time [12]. At early times in the melting process, 
conduction is the dominant mode of heat transfer [5, 6]. As a 
result, flow variables need not be considered in examining the 

— Present numerical result 
O Numerical result [13] 

St = 0.02 
Ra = 37,500 
Pr = 50 
t = 14.1 

= 8.8 

t = 2.7 

Fig. 1 Interface growth 

error introduced by false-starting techniques. The singular 
dimensionless equations (energy and gap function equations) 
are solved using an integral method. A parabolic profile is 
chosen to represent the temperature. Two of the coefficients 
in this profile are determined so that the isothermal boundary 
conditions are satisfied. The third coefficient, which is the 
temperature gradient along the heated cylinder, is an 
unknown function T, which must be determined by the in­
tegral method. Using this temperature profile, the singular 
equations are then integrated over the melt volume to produce 
ordinary differential equations for T(t) and B(t). Since B = 0 
when t = 0, these two equations are singular at time zero (1/5 
is a common term in the integrated equations). Accurate 
initial conditions at times greater than zero can be obtained 
from the results of the numerical method. When accurate 
initial conditions are supplied, the integral method duplicates 
the numerical predictions for T and B within 3 percent. 
Details of the integral method can be found in [10]. 

Results and Discussion 

The rate of growth of the melt region, its shape, and the 
heat transfer rates all depend upon the values of St, Ra, and 
Pr. The dependence upon Pr is the weakest. It has been found 
to be insignificant for natural convection phase-change 
problems for 7 < Pr < 50 [2]. The influence which St or Ra 
have on the melting problem varies with time. Three distinct 
stages appear to occur in the melting process. In the first 
stage, heat transfer is dominated by conduction. As time 
advances, the melting process passes into a transition stage. 
Natural convection heat transfer becomes much more im­
portant. Finally a convection stage is reached, where natural 
convection is the dominant mode of heat transfer. 

Growth of the Melt Region. The growth of the interface is 
illustrated in Fig. 1. In this figure, St = 0.02, Ra = 37,500, and 
Pr = 50. The position of the interface is shown at three dif­
ferent times. Although the interface is nearly a concentric 
circle at t = 2.7, the melting process is actually in the transition 
stage between conduction and convection dominated modes 
of heat transfer. By ? = 8.8, an irregularly shaped interface 
now growing more rapidly above the heated cylinder than 
elsewhere indicates that the melting process is well into the 
natural convection stage. This localized rapid growth is due to 
the thermal plume formed by hot fluid separatiqg away from 
the top of the heated cylinder. By f = 14.1, the interface has 
become even more irregular in shape. Nqte that melting below 
the heated cylinder has slowed greatly cornpared to its earlier 
rate. The fluid motion is now rapidly 'converting thermal 
energy away from this lower region. Comparison is made with 
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the numerical results of [13]. The agreement appears to be 
very good. 

The rate of melting depends most strongly upon the St. 
Larger values of St result in faster rates of melting. The shape 
of the melt region is determined largerly by Ra. The larger the 
Ra. the more irregular the interface. At a local level, the 
thermal plume above the cylinder is strengthened with Ra, 
while thermal energy is more readily convected away from the 
bottom of the cylinder. A greater amount of thermal energy is 
delivered to the top of the interface, while less is delivered to 
the bottom. 

The present numerical results are also compared with the 
quasi-steady and integral solutions [5] and [6] in Fig. 2. Here 
the dimensionless radial length scale (R - a)/a is compared at 
i/< = 0 deg and 180 deg for St = 0.10, Ra = 500, and Pr = 1. This 
can be computed from the gap function according to: (R-
a)/a = Z(2t)Vl. This dimensionless length scale provides 
another measure of the interface position. (R-a)/a grows 
most rapidly at \p= 180 deg, due to the thermal plume located 
at the top of the melt region. The numerical results provide a 
measure of the range of validity of the solutions [5, 6], which 
are based on the premise that natural convection effects are 
only a perturbation on a conduction dominated process. The 
integral method determines the interface position more ac­
curately at \j/= 180 deg, while the quasi-steady result is better 
at i// = 0 deg. On average, the quasi-steady result is slightly 
better. It has a maximum error of 5 percent at ^=10. The 
integral solution has a maximum error of 5 percent at t = 5. 
Overall, from Fig. 2, it can be observed that these short time 
solutions are very reasonable over the interval of time shown. 
This is because at these values of moderate St and low Ra, the 
melting process has advanced only to the intermediate stage of 
melting. Even at t= 15, convection is still relatively weak. The 
short time solutions will diverge from the numerical result 
considerably once the final convection dominated stage has 
been reached. 

Additional details of the numerical solution giving melt 
volume, average and local heat transfer rates, temperature 
distributions, and flow fields can be found in [7 and 10]. 

Comparison With False-Starting Results. The numerical 
result for the case St = 0.1 is compared with several false-
starting solutions in Fig. 3. Correct initial conditions for the 
cylinder surface heat flux, T (based upon the numerical 
solution), have been used for the integral solution. However, 
the initial condition for the gap function, Z = B/(2f)Vl, was 
systematically chosen to be higher or lower than the values 
specified by the numerical solution. Apparently the error 
introduced by the incorrect initial condition for Z decays very 
rapidly. By noting the four false-starting solutions which 
begin at f = 0.01, one can observe that the rate of error decay 
increases with the magnitude of the error in the initial con­
dition. Comparison of the false-starting solutions which begin 
with erroneous initial conditions of similar magnitude, but at 
different times, indicates that the rate of error decay depends 
only very weakly upon the temporal position of the initial 
condition. 

In general, the correct initial condition for the surface heat 
flux, F, will not be known. As a result, the false-starting 
technique must also supply this initial condition. Figure 4 
illustrates this more realistic case. Here, the integral solution 
is started when the melt region is 10 percent of the cylinder 
diameter, B = 0.1. The time is set to ^ = 0.01. In order to 
generate an initial condition for F, a linear temperature 
profile is assumed (a logarithmic profile produces almost 
identical results). In this case, the error in the gap function 
does not decay as rapidly as in Fig. 3. This is because the 
initial conditions for both F and B are now in error. Figure 4 
indicates that errors due to false-starting techniques can be 
significant through a large portion of the conduction stage of 
the melting process. 

Note that if the overheating degree is so large that the false-
starting solution begins in the transition or convection 
dominated stage of melting, the error introduced by false-
starting methods may be much more serious than what is 
demonstrated in Figs. 3 and 4. The asymptotic decay shown in 
these figures is based upon the assumption that convection 
has not yet become important. . \ 

Conclusion <! ! 

This study presents a coordinate transformation method 
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which maps irregular moving boundaries into simple im­
mobilized boundaries. The transformation is similar in spirit 
to the method of body-fitted coordinates, but is far simpler in 
practice. The utility of the transformation is demonstrated by 
using a numerical method to determine the solution to the 
melting problem about an isothermally heated horizontal 
cylinder. This problem is characterized by a singularity in the 
governing equations at time zero, due to sudden appearance 
of liquid phase when none existed the moment before. This 
singularity is extracted from the governing equations, 
allowing the numerical method to actually begin with the 
exact initial conditions at time zero. The numerical method is 
then used to illuminate the error resulting from a false-
starting method that fails to properly consider the initial 
singularity. The present results indicate that false-starting 
errors can be significant. 

solutions have been presented in various texts [1,2]. To utilize 
such analytic solutions, one needs appropriate eigenvalues for 
the problem. However, the eigenvalues associated with such 
problems are very difficult to compute numerically. It appears 
that only a limited number of approximate eigenvalues has 
been obtained [3, 4] by utilizing asymptotic expressions for 
the P'" (n) functions; but in such results some of the most 
important first roots have been missed and miscalculated. 

The objective of this work is to present an accurate 
evaluation of the roots of some of the transcendental 
equations associated with the analytic solution of transient 
heat diffusion in a part of sphere cut off by the cone 6 = 60, 
To achieve this objective, we have chosen to use the recently 
advanced Sign-count method [5-7] to determine the roots, 
since with this approach, one can calculate accurately as many 
roots as desired without missing any of them. 
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Introduction 
Transient heat diffusion in solids having a shape in the 

form of part of a sphere cut out by the cone 6 = 60, has been 
the subject of numerous investigations, and formal analytic 
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Analysis 
Consider the part of the sphere cut out by the cone 6 = 60, 

confined to the region ju,0 < JX < 1 and 0 < 0 •& 2ir, where n 
= cos 8 and ^0 = cos 0o as illustrated in Fig. 1. In the analytic 
solution of heat or mass diffusion in such a domain, the 
separation of variables in the spherical coordinate system 
leads to the differential equation [2] 

d 
d\i 

(1 V) 
dM(jx,n) ] + [«(" + D- mA 

M(/x,«)=0, 
dp. J L ' 1 — fj, 

inLt0<Li<l (1) 
which is Legendre's associated differential equation. The 
solutions of this equation are the associated Legendre func­
tions of degree n and order m. If the region contains ti = 1 
(i.e., 6 = 0), as is the case specified above, only the P',"{ii) 
functions are required, since Q"' (n) functions have singularity 
at JX = 1, hence should be excluded from the solution. 

Here we focus our attention to the case involving integer 
values of m, that is, in the <t> variable, the region is confined to 
0 < <j> < 2TT. Furthermore, we consider the case /x0 > - 1 
(i.e., d0 < 7r). Then the type of boundary condition at the 
conical surface LI = LI0 establishes the transcendental equation 
for the determination of the permissible values of n. 

When the boundary condition for the surface at fi = ix0 is a 
prescribed temperature, the values of n are the roots of the 
following transcendental equation, which is regarded as an 
equation in n 

or 
6=0 

/ ^wn 
* N 

** 
0/.0 

Fig. 1 Geometry and coordinate for the sphere cut out by cone $ -
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p';:w = 0 (2) 

When the boundary condition at the surface n = n0 is a 
prescribed heat flux, then the values of n are the roots of the 
following transcendental equation which is regarded as an 
equation in n 

dP'Ziii) 
dji 

= 0 
f = f0 

(3) 

The eigenvalues nk of the differential equation (1) subject 
to the boundary condition given by equation (2) or (3) can be 
determined directly by the Sign-count method described in [5, 
6], instead oftrying to solve the transcendental equation (2) or 
(3) as an equation in n. By following the formalism discussed 
in these references, we consider the Sturm-Liouville problem 
given in the form 

j [k(n) dM{^X) ] + [A2W(/*) -rf(At)]M(^,X) = 0, 
dp 

in j * 0 < A1 < 1 (4a) 

dM(ii,\) 
a0M(ix,\)-^k(ix) =0, at/i = /i0 (4b) 

UfX 

a|M(/*,X)+|8,A:(/x) K-p-L =0, a t /*=l (4c) 
an 

Clearly the eigenvalue problem associated with equation (1) 
subject to the boundary condition given by equation (2) or (3), 
and the implicitly stated requirement at n = 1, is a special case 
of this Sturm-Liouville problem. By direct comparison of 
equations (1) and (4a) we write 

k(n) = l - / i 2 , 

m2 

d(n) = j ' 

w(ix)=\ 

--n(n + \) 

(5a,b) 

(5c,d) 

The general boundary conditions (4b,c) of this Sturm-
Liouville problem can be readily simplified to obtain the 
boundary conditions for the original specific problem as 
special cases. For example, the implicit requirement of the 
boundary condition at n = 1 is obtained by setting a, =0 , 
|3, = 1 in equation (4c). The boundary condition (2) is ob­
tained by setting a0 = 1, /30 = 0; or the boundary condition (3) 
is obtained by setting a0 = 0, j30 = 1 in equation (4b). 

By following the formalism in the application of the Sign-
count method, we let the coefficients k(fi), w(/x) andd(ix) of 
equation (4a) be approximated by stepwise functions as 

k(/i)=kk, w(n)=wk and d(n)=dk (6) 

forpk<n<iik+l, £ = 0,1 N-l (7) 

where N is the number of subdivisions in the spacial domain 
ix0 < ix < 1, considered for the problem (4). The values of the 
constants kk, wk, and dk can be estimated by some weighted 
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3.1957 6.2195 9.2289 12.2338 15.2369 18.2390 21.2405 24.2417 27.2426 30.2434 
4.5422 7.6220 10.6571 13.6770 16.6898 19.6988 22.7054 25.7105 28.7146 31.7178 
5.8532 8.9908 12.0557 15.0942 18.1198 21.1381 24.1519 27.1626 30.1712 33.1783 
7.1423 10.3361 13.4322 16.4911 19.5312 22.5604 25.5827 28.6002 31.6144 34.6261 

2.5479 6.5222 10.5143 14.5106 18.5084 22.5069 26.5060 30.5052 34.5046 38.5041 
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k 

nl n2 n3 n 4 n5 n6 n7 n8 n9 n10 

0.0000 3.1957 6.2195 9.2288 12.2338 15.2369 18.2390 21.2406 24.2417 27.2426 
1.4680 4.6542 7.6906 10.7068 13.7160 16.7219 19.7261 22.7292 25.7316 28.7336 
2.7526 6.0404 9.1109 12.1452 15.1658 18.1795 21.1894 24.1968 27.2026 30.2072 
4.0000 7.3884 10.4984 13.5554 16.5909 19.6153 22.6331 25.6467 28.6575 31.6662 
5.2295 8.7117 11.8623 14.9439 17.9963 21.0330 24.0603 27.0814 30.0983 33.1120 

0.0000 4.4053 8.4471 12.4633 16.4719 20.4773 24.4810 28.4836 32.4856 36.4872 
2.0000 6.3339 10.3970 14.4251 18.4410 22.4514 26.4586 30.4640 34.4682 38.4715 
3.6332 8.1373 12.2592 16.3186 20.3542 24.3780 28.3950 32.4079 36.4179 40.4259 
5.2014 9.8747 14.0645 18.1631 22.2245 26.2667 30.2976 34.3211 38.3398 42.3548 
6.7388 11.5696 15.8291 19.9703 24.0608 28.1243 32.1715 36.2081 40.2372 44.2610 

0.0000 6.8354 12.9083 18.9364 24.9514 30.9607 36.9670 42.9716 48.9751 54.9778 
3.1196 9.7121 15.8216 21.8702 27.8979 33.9158 39.9283 45.9377 51.9449 57.9506 
5.4928 12.3720 18.5830 24.6858 30.7474 36.7886 42.8182 48.8404 54.8578 60.8717 
7.7524 14.9180 21.2462 27.4167 33.5229 39.5960 45.6494 51.6902 57.7225 63.744,6 
9.9589 17.3910 23.8390 30.0829 36.2396 42.3495 48.4312 54.4944 60.5449 66.5861 

0.0000 14.1446 26.3022 38.3630 50.3952 62.4152 74.4289 86.4388 98.4463", 110.4520 
6.5842 19.8793 32.1154 44.2203 56.2799 68.3185 80.3456 92.3656 104.3812 £16.3936 

11.2452 25.1472 37.6017 49.8231 61.9558 74.0446 86.1083 98.1562 110.1936 .'122.2236 
15.6600 30.1702 42.8762 55.2433 67.4722 79.6295 91.7446 103.8325 115.9020 127.95.82 
19.9605 35.0364 47.9996 ' 60.5246 72.8618 85.0986 97.2745 109.4108 121.5194 133.6082 
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average of the values of these coefficients at the subintervals. 
Here, we have chosen this averaging process as 

1 ( , c * + i 
/*= f(n')dii', lovnk<ii<iik+i . (8) 

M* +1 _ /** •> n 

where/* = kk, wkordk. 

With this consideration we write 

** = 
Pk+ 1 "" f-k 

l-=z[».<(>-*r)-»H)W' 
(9a,ft) 

, ml \ (l+fa+i)(l-M<r) 1 
^ = ^ 7 7 l n 7i vTT—T ( 9 c ) 

2 ( ^ + i - M A T ) L ( l - f t t + i ) ( l + / * * ) J 

We also make use of the asymptotic formula for pt in order to 
estimate the spacing between the eigenvalues as 

•J Co v 

w(/*) 
(10) 

G?/x 

or for the specific problem considered here we find 5 = T/60 . 
In view of the foregoing assumptions, equation (Ad), in any of 
the subintervals fik + { - \xk, k = 0,1 TV- 1, is replaced by 

d2Mkdx,\) 

dy? 
+ i4Mk(ix,\) = Q, in nk<ii<fik+i (11a) 

where 

(4 = (\2wk-dk)/kk. (lift) 

Since the original function M(p.,\) defined by equation (4a) 
has a continuous first derivative in the interior of the entire 
domain, then the functions Mk(y.,\) and its first derivatives 
at the end points of the corresponding intervals should satisfy 
the following continuity requirements 

Mk(n,\)=Mk+1(n,\), at ix = nk, 

k=l,2 N-l (12a) 

dMk(n,\) _ dMk+](ix,\) 
Kk ~, — **+! j • a t P- — V-ki 

dji djx 

£=1 ,2 N-l (12ft) 

The boundary conditions (4ft) and (4c) take the form 

dM,(u,\) 
«oM,(^X)- |8o*i -p-^ =0, at ti = H (12c) 

djx 

aNMN(n,\)+0NkN ^—-— =0, at n = nN (I2d) 
a\x. 

where in the last equation a! and |8, are replaced, respec­
tively, by aN and QN, since the boundary condition now 
belongs to the end point of the last subregion. 

Thus the eigenvalue problem (4) is now replaced by the 
problem defined by equations (11) and (12), hence the 
computed eigenvalues of the latter problem represent the 
eigenvalues of the problem (2), if sufficiently small subin­
tervals are chosen for computations. 

Once X's are available, the values of n are determined from 
its definition given by equation (5d). Only the values of n 
greater than -1 /2 are of interest [2]; therefore, from 
equation (5d), we write 

( l + 4 \ ? ) * - l 
« / = j "~ ( ^ 

We also note that the parameter u2., defined by equation 
(lift), can be both positive or negative, as a result oik

 c a n be 
both real or imaginary. 

By utilizing the sign-count method [5, 6], we calculate the 

eigenvalues A, of the eigenvalue problem defined by equations 
(11) and (12). Knowing the X,, the roots «, are determined 
from equation (13). 

Results 

We present in Tables 1 and 2, the first ten roots «, of the 
transcendental equations (2) and (3), respectively, for the 
values of m from 0 to 4, and for d0 = 7r/3, 7r/4, 7r/6 and 
7r/12. The calculations are performed by using subdivisions 
up to N < 10,000. Because of the behaviour of the coefficient 
d(n) close to ti= 1, more subdivisions were used in the region 
near /*= 1. The results given in these tables are considered to 
be correct to within ± 1 in the last digit given. These results 
are also checked by using Hobson's asymptotic expressions to 
calculate the roots. The roots computed by both methods 
showed excellent agreement for 80 = 7r/3 and TT/4; the 
agreement was still good for the limit of application of 
Hobson's formula at 60 = ir/6. However, for d0 = 7r/12, the 
generalization of Laplace's formula obtained by Hobson did 
not produce good results. For this particular case, the formula 
obtained by Macdonald [8] should be preferred. Here we wish 
to point out that if the asymptotic expressions for the 
Legendre functions are used for the calculation of the roots, 
as it has been done in [3,4], the roots can easily be missed or 
miscalculated. 
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, thermal diffusivity, m2 /s 
yc 

T = temperature rise, K 
Qs = heat flux, W/m2 

As = heat flow, J/m2 

1 Introduction 

The heat transfer problem that arises in the high-current 
pulse discharge on the gas-solid interface of a solid dielectric 
body as a result of a flashover [1] can be formulated as 
follows: a semi-infinite body has a one-dimensional tem­
perature distribution T(x,0) and insulated boundary surface; 
at the instant r = 0 , the temperature diffusion process starts. 
We seek the temperature profile T(X,T) as a function of time 

T. 

Approaching linear conditions, the sought temperature 
distribution can be written in the form [2] 

I f " ( [ {x-x')2' 

2V* 
j;r(,',o)[exP[-i^] 

+ exp [• 
(x+x')2 

4a T }} dx' (1) 

This integration can be realized numerically or analytically, 
depending on the initial temperature distribution T(xfi). 
However, even if an integration in a closed form is possible, it 
can appear as an inconvenient expression when used as a 
component in a further more sophisticated analysis. 

Therefore, an approximation of equation (1) by an 
elementary function which still describes the main features of 
an actual thermal problem seems to be desirable. 

A temperature distribution can be proposed in the form 
A<" T (*-*o) 2 1 

xexp — (2) VTryc\(T0 + T) 

where the fictitious surface heat A^ relates to the actual heat 
A, liberated on the surface as 

= exp(V/4<7T0) (3) 

r0 and x0 are parameters that have to be derived in accordance 
with the approximation limits. 

Physically, equation (2) can be interpreted as a temperature 
field created by a fictitious heat source AM instantaneously 
liberated on the surface shifted in space (x=x0) and time 
( T = T0) relative to the position x = 0 and release time r = 0 of a 
real heat source As. 

The advantages of the temperature distribution (2) are: 
(/) The simplicity of an exponential function 
(ii) It satisfies the heat equation for a one-dimensional 

case 

dT 
=aV2T=a 

d2T 

a*2 (4) 

(Hi) In contrast to the well-known [2] case of an ordinary 
instantaneous source (T0 = 0), the temperature at r = 0 is finite. 

The question regarding equation (2) is how well it can 
approximate to the result of integration of equation (1). 

2 The Procedure of Approximation 

The further analysis is intended to illustrate the procedure 
of approximation for the practically important following 
case: 

A semi-infinite solid is initially at zero temperature. A 
constant heat flux, Qs, is supplied at the boundary surface of 
the solid (x = 0) during the time t. At this time, which is the 
end of the "heating" period and start ( T = 0 ) of the "cooling" 
period, the heat flux Qs ceases, the boundary surface x = 0 

becomes insulated, and the temperature profile tends toward 
zero by the diffusion of heat away from the surface. We seek 
an approximate description of the temperature profile by an 
elementary function (2) requiring: 

(i) Equality of the surface temperature at T = 0 given by an 
accurate (1) and approximate (2) temperature distributions 

r(o,o) = r„(o,o) (5) 
(ii) Admissible relative deviation of the surface tem­

perature [ATIT\ at T > 0 

r„(0,0) 
1 = 

AT 4 AT 

~T~ 
(6) 

7T0,0) 

(It has to be noted that the positive AT IT is the most in­
teresting case, since it means that Ta > T and ensures a more 
secure approximation when used for problems mentioned in 
the Introduction). 

The final temperature distribution of the "heating" period, 
which is the initial distribution T(xfi) of the "cooling" 
period, is well known [2] 

T(x,0)=T(x,t) = 2Qs —ierfc —=. 
YCA 2-Jat 

(7) 

When (1) is integrated in a closed form for the particular 
case (7) under discussion, it becomes 

T=T0C,T)= ^ L l V T ^ 
VYCAL 

ierfc 
2~Ja(t + T) 

= VT ierfc 
2\far-

(8) 

Actually, equation (8) represents a sum of two temperature 
distributions: the first one from a source Qs as a function of 
total time (t + T) and a second from a sink of the same value as 
a shifted function of time T over the temperature diffusion 
period. 

When the only purpose is to find the final temperature 
distribution, then equation (8) is the easiest solution, since 
tabulated values of ierfc can be used. However, when the 
foregoing use of temperature distribution T(x, T) for further 
more sophisticated general analysis is required, an elementary 
function (2) can be more convenient. 

The time shift r0 in equation (2) can be immediately 
estimated from (2), (3), and (5) as 

TO' 
Al_ 

4Q2t 
--0.25t (9) 

since the liberated energy in equation (2) is suggested to be the 
integral of the heat flux Qs in equation (5) over the time r of 
the "heating" period 

(10) As=\Qsdt = Qst 

The required space shift x0 in equation (2) can be estimated 
using (6). After substitution of equations (2), (3), and (10) at 
x = 0 into equation (6), the relative deviation of the tem­
perature can be written in the form 

AT _ exp[-(x0 /vgQ2(l + 0.25^7T)-'] 

~Y~~ 2V0.25 + (T/Ol-JlTJf/t)-Vw7] 
1 (11) 

To be compared with the permissible temperature deviation 
according to (6), equation (11) has to be searched for the 
maximum of AT/Tover the time T > 0 of the wbole "cooling" 
period. Thus the time T,„ as a functioaof xQNdt will be esti­
mated in conditions when ATI Treacher its maximunj value. 
Then, substituting T,„ into equation (11),, the admissible 
nondimensional space shift [x0/^Jat] can b^ calculated versus 
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Fig. 1 Admissible relative deviation of temperature [A77T] versus the 
nondimensional space shift [x0/Vat] 
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Fig. 2 Functions of nondimensional parameters u0 

u=xl2\fat 

l.O I.2 

= x0/2Vat and 

the admissible temperature deviation [AT/T\. The result of 
this estimation is plotted on Fig. 1. 

The evaluation of the space shift in terms of a "best" value 
depends on the chosen criteria for such an evaluation at the 
given limits of approximation. An energetic criteria is 
discussed below (equation (12), Fig. 2). 

Thus the procedure of approximation that matches the 
conditions (5) and (6) is simple 

(/) Estimation of time shift T0 from equation (9) 
(») Estimation of the admissible space shift [x0] versus the 

admissible temperature deviation [AT/T] from Fig. 1 
(Hi) Use of T0 and x0 < [x0] in equation (2) 

3 Conditions of Approximation Different From (5) and (6) 
Generally, the procedure of time and space shift estimation 

for equation (2) remains the same. However, some of the 
numbers or (and) relationships will be different. 

A useful quantitative indication of the approximation by 
equation (2) at different conditions can be the criterion 

Pe=AT/At (12) 

where Ar is the energy associated with the temperature 
distribution (2) 

T(.x,0)dx=AAexp^—)(erfX *° 
\ 4ar0 / V 2VflT0 

-erf 
XQ 

) 
2\iar0 ' 

A, is the energy associated with the temperature distribution 
(7) 

A,=yc[XT,dx=4Qst(o.25-i2erfc^=) 
Jo \ 2-Jat' 

and 

r 
J u 

i2erfcu = \ ierfcudu = 0.25[(1 - erfu) - 2wierfc«] 

(13) 

(14) 

Thus when AT and A, are integrated over the whole semi-
infinite body (0<x< oo), the criterion (18) can be written as 

j8c<(l+erf«0)expw§ (15) 

where 

u0=x0/2\fcrt0=x0/\/at (16) 

Thus the "best" value of space shift from the energetic point 
of view (/3C = 1) is x0 =0. However, conditions of a specific 
problem (for example, temperature distribution in the depth 
of the body) can dictate a use of [x0] >x0 ^ 0 . Then it can be 
evaluated according to the criteria /3C. 

Figure 2 shows the plot of (15) at negative values of x0 and 
u0 which are of interest in equation (2). It illustrates a 
decrease of energy absorbed by the body with the increasing 
x0 and u0 due to the approximate temperature profile. It 
means, for example, with regard to Fig. 1, that the decrease of 
the temperature deviation with increasing space shift within 
certain time limits of (16) is achieved at the price of a worse 
approximation outside these limits. 

A brief description of some different conditions for ap­
proximation is given below. 

1 Equality of the temperature and heat flux given by 
equations (2) and (7) at T = 0 and x = 0. Then the time shift is 
estimated by (9). The space shift can be derived from (2), (7), 
(10), and 

dT(x,t) 
= QAx,0) Q,(*,0=-X-

Then 

dx 

= - X 
dT(x,T) 

dx 

1 

~ ~ 4 irat 

(17) 

(18) 

With these conditions, the relative deviation of temperature 
at T = 0 as a function of nondimensional depth is plotted on 
Fig. 2, according to 

Ta(x,0) exp[-(4«2+V7«/)] 
0 = <1 

T(x,t) Vmerfcu 

where the nondimensional depth is 

u = x/2-4at 

The function /3 = /3(w) can be well approximated as 

(3 = exp(-3.33w2) v 

(19) 

(20) 

(21) 

The depth xt of the relative deviation /3 prescribed by 
equation (21) can be estimated as \ 

xt=lA-J^ailnJ3 1 ( (22) 

2 Equality of the temperatures on the surface x = 0 and in 
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a depth xx at T = 0 given by equations (2) and (7). Then the 
time shift T0 can still be estimated from equation (9). 
The second condition 

T(xut)=Ta(x,,0) (23) 

can be used to estimate the space shift 

XQ • I 4 ' ^ ( ^ ) * - ( ^ ^ ) ] - <*> 
The appropriate depth x, has to be estimated from equation 
(7) using the prescribed value of temperature T= Tx. It can be 
done directly using an approximation (see Fig. 2) 

ierfcu = -j= exp( -
V7T 

• 2 . 5 M 1 - 2 5 ) 

Then from (7), (20), and (25), we have 

•-24at 
2-iat\MV* :-(&*£)] 

(25) 

(26) 

and 

x0=0.5xl[l-1.05(sfat/xt)
015] (27) 

The acceptability of certain values of x0 can be estimated 
according to the appropriate value of /3e (Fig. 2). 

3 In some problems the requirement (5) at T = 0 can be 
reduced up to 

7^(0,0) 

71(0,0) 

or included in (6) at T < 0 as 

r„(o,o) 

1 

- 1 

AT 

~T~'. 

•m 

(28) 

(29) 
7X0,0) 

Such a reduction of requirement (5) leads to the change of the 
number 0.25 in equations (9), (11), and (18) in accordance 
with equations (28) and (29). It can be used to reduce the 
maximum of relative deviation or (and) extend the limits of 
approximation. Of course, under the conditions described in 
paragraph 2, other curves similar to those presented in Fig. 1 
have to be plotted. 

Concluding, it has to be noted that the proposed tem­
perature distribution (2) is both a mathematical and physical 
approximation. It is based on the well-known and distinct 
physical idea of an instantaneous energy source and extends 
the use of that concept in the range of a short time. As a 
combination of two elementary functions, it can be con­
venient for the description of an actual temperature profile, 
especially when used as a component in a further analysis. 
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Introduction 

The fluid being circulated in refrigeration systems quite 
often is not a pure refrigerant but is a mixture of the oil used 
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to lubricate the compressors and the refrigerant itself. The oil 
concentration in the system may approach 2 percent [1]. 
Various studies [2-4] using miscible oils in various 
refrigerants have shown that, with increasing oil con­
centration, the nucleate boiling heat transfer coefficient 
decreases compared to that in a pure refrigerant at the same 
wall superheat. In addition, at a given oil concentration there 
is a larger decrease in the heat transfer coefficient at high wall 
superheats than at lower superheats [2]. (The literature on the 
heat transfer coefficients in refrigerant-oil mixtures has been 
reviewed in detail in various papers, e.g., [1-4].) These studies 
have been performed generally at heat fluxes well below the 
critical heat flux (CHF) of the pure refrigerant. No CHF data 
for refrigerant-oil mixtures have been presented in the 
literature. Thus the effect of the dissolved oil on the CHF in 
pool boiling is unknown. The purpose of this paper is to 
report some data on the effect of the concentration of three 
different viscosity oils on the CHF in Rl 13 and Rl l in a 
saturated pool at one atmosphere. 

Experimental Apparatus and Procedure 
The test apparatus used in this study was basically the same 

as that reported in [2], except that a smaller diameter test 
section was used. CHF data were obtained by boiling R l l , 
Rl 13, and refrigerant-oil mixtures on the outside of an 
electrically (d-c) heated tube that was immersed in a saturated 
pool of the fluids at one atmosphere. The vessel was closed 
and incorporated a water-cooled condenser to maintain a 
known amount of refrigerant in the system. Thus the oil 
concentration for any run remained constant. An auxiliary 
heater in addition to the test section was used to preheat the 
fluid. The rising vapor bubbles from both heaters thoroughly 
mixed the refrigerant and oil. The pool was heavily insulated 
so that it remained at the saturation condition during the 
tests. The test section was constructed from seamless 304 
stainless steel tubing 6.4 mm in dia with a wall thickness of 
0.79 mm. The heated length was 102 mm. Power was con­
ducted to the test section through 76-mm-long brass end 
plugs. The distance between a bus bar and the end of the test 
section was about 65 mm; thus the bus bars did not interfere 
with vapor removal. 

One thermocouple was used to measure the inside wall 
temperature of the test section. The outside wall temperature 
was calculated using the one-dimensional conduction 
equation in cylindrical coordinates, assuming constant 
thermophysical properties, the measured power dissipation, 
and the measured inside wall temperature. One thermocouple 
was used to measure the pool temperature. This temperature 
agreed well with the saturation temperatures measured in [2]. 
Because of the patchiness of the boiling of refrigerant-oil 
mixtures on the test section, e.g., [2, 3], uncertainty in the 
wall superheat measurements for the refrigerant-oil mixtures 
is estimated to be ± 5 °K at the higher heat fluxes. 

The oils used in this study were the same as used in [2] and 
[3]. A table of the experimentally measured thermophysical 
properties (density, viscosity, specific heat, thermal con­
ductivity, and surface tension) of the oils and of 
refrigerant-oil mixtures is given in [2]; interpolating 
equations are also presented which predict the mixture 
properties. The oils are identified in the same manner in this 
paper and in [2]. For identification purposes, the oil 
viscosities at 47°C of Oil No. 1, no. 2, and no. 3 are 22.5 x 
10"3 Ns/m2 , 36.5 x 10~3 Ns/m2 , and 71.0 x 10~3 Ns/m2 , 
respectively. \ 

Before testing began, the test section was thoroughly 
cleaned with pure refrigerant to remove any oil residue which 
might be present on the surface. No polishing, sanding, etc., 
was done on the test section. The pool was. filled with ap­
proximately 6 L of pure refrigerant and hefted to saturation. 
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Such a reduction of requirement (5) leads to the change of the 
number 0.25 in equations (9), (11), and (18) in accordance 
with equations (28) and (29). It can be used to reduce the 
maximum of relative deviation or (and) extend the limits of 
approximation. Of course, under the conditions described in 
paragraph 2, other curves similar to those presented in Fig. 1 
have to be plotted. 

Concluding, it has to be noted that the proposed tem­
perature distribution (2) is both a mathematical and physical 
approximation. It is based on the well-known and distinct 
physical idea of an instantaneous energy source and extends 
the use of that concept in the range of a short time. As a 
combination of two elementary functions, it can be con­
venient for the description of an actual temperature profile, 
especially when used as a component in a further analysis. 
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to lubricate the compressors and the refrigerant itself. The oil 
concentration in the system may approach 2 percent [1]. 
Various studies [2-4] using miscible oils in various 
refrigerants have shown that, with increasing oil con­
centration, the nucleate boiling heat transfer coefficient 
decreases compared to that in a pure refrigerant at the same 
wall superheat. In addition, at a given oil concentration there 
is a larger decrease in the heat transfer coefficient at high wall 
superheats than at lower superheats [2]. (The literature on the 
heat transfer coefficients in refrigerant-oil mixtures has been 
reviewed in detail in various papers, e.g., [1-4].) These studies 
have been performed generally at heat fluxes well below the 
critical heat flux (CHF) of the pure refrigerant. No CHF data 
for refrigerant-oil mixtures have been presented in the 
literature. Thus the effect of the dissolved oil on the CHF in 
pool boiling is unknown. The purpose of this paper is to 
report some data on the effect of the concentration of three 
different viscosity oils on the CHF in Rl 13 and Rl l in a 
saturated pool at one atmosphere. 

Experimental Apparatus and Procedure 
The test apparatus used in this study was basically the same 

as that reported in [2], except that a smaller diameter test 
section was used. CHF data were obtained by boiling R l l , 
Rl 13, and refrigerant-oil mixtures on the outside of an 
electrically (d-c) heated tube that was immersed in a saturated 
pool of the fluids at one atmosphere. The vessel was closed 
and incorporated a water-cooled condenser to maintain a 
known amount of refrigerant in the system. Thus the oil 
concentration for any run remained constant. An auxiliary 
heater in addition to the test section was used to preheat the 
fluid. The rising vapor bubbles from both heaters thoroughly 
mixed the refrigerant and oil. The pool was heavily insulated 
so that it remained at the saturation condition during the 
tests. The test section was constructed from seamless 304 
stainless steel tubing 6.4 mm in dia with a wall thickness of 
0.79 mm. The heated length was 102 mm. Power was con­
ducted to the test section through 76-mm-long brass end 
plugs. The distance between a bus bar and the end of the test 
section was about 65 mm; thus the bus bars did not interfere 
with vapor removal. 

One thermocouple was used to measure the inside wall 
temperature of the test section. The outside wall temperature 
was calculated using the one-dimensional conduction 
equation in cylindrical coordinates, assuming constant 
thermophysical properties, the measured power dissipation, 
and the measured inside wall temperature. One thermocouple 
was used to measure the pool temperature. This temperature 
agreed well with the saturation temperatures measured in [2]. 
Because of the patchiness of the boiling of refrigerant-oil 
mixtures on the test section, e.g., [2, 3], uncertainty in the 
wall superheat measurements for the refrigerant-oil mixtures 
is estimated to be ± 5 °K at the higher heat fluxes. 

The oils used in this study were the same as used in [2] and 
[3]. A table of the experimentally measured thermophysical 
properties (density, viscosity, specific heat, thermal con­
ductivity, and surface tension) of the oils and of 
refrigerant-oil mixtures is given in [2]; interpolating 
equations are also presented which predict the mixture 
properties. The oils are identified in the same manner in this 
paper and in [2]. For identification purposes, the oil 
viscosities at 47°C of Oil No. 1, no. 2, and no. 3 are 22.5 x 
10"3 Ns/m2 , 36.5 x 10~3 Ns/m2 , and 71.0 x 10~3 Ns/m2 , 
respectively. \ 

Before testing began, the test section was thoroughly 
cleaned with pure refrigerant to remove any oil residue which 
might be present on the surface. No polishing, sanding, etc., 
was done on the test section. The pool was. filled with ap­
proximately 6 L of pure refrigerant and hefted to saturation. 
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Fig. 1 Variation in the critical heat flux in refrigerant-oil mixtures 

The auxiliary heater was shut off and the test section power 
was increased in steps until the CHF condition was indicated; 
power was then rapidily reduced to prevent destruction of the 
test section. The heat flux was raised in increments in the 
range of 6000-12,000 W/m2 . After the power was raised, the 
new level was maintained from 30 to 45 s or until the initiation 
of the CHF condition was observed. Oil was then added to 
raise the concentration of the oil in the mixture to the desired 
level, the auxiliary heater turned on to mix and heat the 
mixture, and test-section power set to about 50,000 W/m 2 . 
After about 15 min, the auxiliary heater was shut off and 
testing began for a new oil concentration. 

The initiation of the CHF condition was indicated by a 
rapid decrease in the electric current flowing through the test 
section. The resistance of the test section metal increases with 
increasing temperature. When the CHF condition is initiated, 
the wall temperature increases sharply. Since the voltage 
across the test section is the adjustable output from the power 
supply, the increasing test-section resistance caused by the 
increasing temperature causes the electrical current through 
the test section to fall sharply. The CHF condition initiated at 
localized areas. When this area was near the wall ther­
mocouple, the wall temperature was shown to increase 
rapidly. 

Oil concentrations up to 8 percent by weight were tested for 
oils no. 1 and no. 3. For each concentration of these two oils, 
two values of the CHF were obtained. The two values of the 
CHF varied less than 3 percent. The reported data are the 
average of the two CHF values. Likewise, the wall superheats 
reported are the average of the two readings. There was a 
variation in the wall superheats but the variations were 
usually less than about 5 percent. For the R113 oil no. 2 
mixture, only one test was run at each oil concentration, since 
such consistent results were obtained during the preceding 
tests with the other oils. In addition, an oil concentration up 
to 18 percent was tested. This was done after the other oils 
were tested in order to determine at what oil concentration the 
CHF will begin to decrease. The uncertainty in the reported 
CHF values are estimated to be ±5 percent. The CHF con­

dition was initiated at random axial locations along the test 
section. 

Results 

Figure 1 shows the CHF for refrigerant-oil mixtures as a 
function of the oil concentration. The experimental CHF, <?;;, 
is nondimensionalized by dividing by the value of the pure 
refrigerant CHF, q"r-s as determined by using Sun's [5] 
correlation as modified by Lienhard and Dhir [6]. The oil 
concentration is calculated by C = m0/(m0 + mR), where mQ 

is the mass of oil and mR is the mass of refrigerant. Figure 2 
shows the wall superheat, AT, at the CHF, non­
dimensionalized by the wall superheat of the pure refrigerant, 
ATp, which was found experimentally. 

Good agreement was found between the experimental 
CHF's and those calculated by the modified Sun correlation 
for the pure refrigerant data. The Rl 13 data fell between 0.90 
and 0.98 of the modified Sun value and the Rl l fell between 
0.91 and 0.93. As can be seen in Fig. 1, the addition of 1 
percent oil to the pure refrigerants resulted in an increase in 
q"r by 38 to 53 percent. Higher concentrations of oil resulted 
in an even higher CHF. 

The behavior of a rapidly increasing q"r with a small ad­
dition of another miscible liquid on small diameter wires and 
on test sections with diameters comparable to the one used in 
this study has been discussed in detail by Van Stralen [7], He 
explains this behavior as follows: In binary mixtures, because 
of diffusion of one component through the other, the bubble 
growth rate slows down. In addition, the bubble departure 
diameter in the binary mixture is smaller than that in a pure 
liquid. Both of these points have been determined ex­
perimentally [7]. Various studies have shown that bubble 
departure diameter and bubble frequency have an inverse 
relationship. Thus the smaller bubbles formed in the binary 
mixture are generated at higher frequencies. The higher-
frequency bubbles disrupt the transient thermal boundary 
layer more often than in a pure liquid, stripping away the 
heated liquid layer-more frequently. These bubbles tend not to 
coalesce, because of the Marangoni effect, until there is a 
dense bubble population on the surface. The result of this 
combination of increased bubble frequency and bubble 
population density is an increased peak CHF in the binary 
mixture compared to the pure liquid. Depending upon the two 
fluids being mixed, (e.g., water - 1 - butanol, water - ethanol, 
water - 1 - propanol), the CHF increases rapidly, reaches a 
peak, and decreases just as rapidly with increasing con­
centration of the more volatile component. This peak occurs 
at concentrations ranging from about 2 to 30 percent. 

The present data are consistent with these previous findings 
even though the fluids being mixed have considerably dif­
ferent properties than the water-organic mixtures previously 
tested. In particular, it is the less volative liquid (oil) which is 
being added to the more volatile liquid (refrigerants). While 
there may be other possible mechanisms that could explain the 
CHF behavior in binary mixtures, it seems reasonable to 
assume that Van Stralen's basic explanation for the CHF 
enhancement in binary mixtures is a credible model to 
describe the CHF behavior for the present combination of 
fluids. 

As can be seen in Fig. 2, there is a large increase in the peak 
wall superheat at the CHF for refrigerant-oil mixtures 
compared to the peak wall superheat at the CHF for the pure 
refrigerants. The increase in the peak AT increases with in­
creasing oil concentration. Since the nucleate boiling curves 
for refrigerant-oil mixtures generally are shjfted toward 
higher AT 's (e.g., [2, 3]) and since the slope ofithe nucleate 
boiling curve decreases with increasing, oil concentration [2, 
4], the higher peak wall superheat at the CHF is to be ex­
pected. Nevertheless, the peak AT 's obtained here are much 
greater than anticipated. ,,, 
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Fig. 3 Typical boiling curves for pure R-113 and R-113-oil no. 1 mixture 

The shape of the boiling curves shown in Fig. 3 can be used 
to help explain the large increases in the peak AT" at the CHF. 
These curves are consistent with previous investigations [2-4]. 
On this log-log plot the slope of the pure refrigerant nucleate 

boiling curve is linear up to the CHF; the slope of the curve 
for the refrigerant-oil mixture is linear up to about 60-70 
percent of the pure refrigerant CHF. Then the slope of the 
curve for the refrigerant-oil mixture begins to decrease and 
becomes quite low as the CHF is approached. Jensen and 
Jackman [2] have shown a decreasing slope for the nucleate 
boiling curve with increasing oil concentration. This was 
attributed to an enriched-oil layer forming at the interface 
between the vapor bubble and the bulk liquid, with the 
enriched-oil layer thickness increasing with increasing wall 
superheat. However, in that study the maximum wall heat 
fluxes tested were kept to values in the range of 75 percent of 
the pure refrigerant CHF; thus whether or not the mechanism 
remains the same or changes as the CHF is approached is 
unknown. Perhaps as the critical heat flux is approached this 
enrichment mechanism is accentuated. This would cause a 
much shallower slope and would lead to the much larger 
increase in the wall superheat compared to the increase in the 
CHF as indicated by the present data. 

The effect of the different viscosity oils is hard to assess. 
While the general trend in the data is consistent for all of the 
combinations of refrigerants and oils, there is no consistent 
pattern to the data with respect to the oil viscosity. For 
nucleate pool boiling, the viscosity of the oil has been shown 
to have a significant effect on the location of the boiling curve 
[2, 3], However, as far as the effect of viscosity on the CHF, it 
is uncertain what effect, if any, it has on the CHF. More 
testing is required to determine just what effect the oil 
viscosity does have on the CHF in nucleate pool boiling. 

Conclusions 
An experimental investigation has been performed to 

determine the CHF in refrigerant-oil mixtures. A large range 
of concentrations of oil in R113 and Rl l was tested for three 
different viscosity oils. The data show large increases in the 
CHF and much larger increases in the wall superheat at the 
CHF with a small addition of oil when compared to pure 
refrigerant data. Increasing the oil concentration results in 
further increases in the CHF and the wall superheat. While 
the data from the different viscosity oils in the two 
refrigerants did show some variations, no quantitative 
conclusions can be drawn about the effect of viscosity on the 
CHF condition. 
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Z. G. Xu3 and D. N. Fan4. We would like to make two 
comments on the papers by Masliyah et al. The first comment 
is on the correct form of the viscous dissipation function, 
which they used to check the closure errors of their numerical 
results.1 The second comment is to show their numerical 
solutions of cases 2, 3, and 4 are dependent.2 

As shown by the authors [1] using a generalized matrix 
procedure based upon tensor analysis, the correct form of the 
viscous dissipation function * in the helical-Cartesian 
coordinate system is 

r /dVx 1 \ 2 /dVv 1 \ 2 

$ 

+ 2 
5 ^ 1 

dV, 

V ' V y 
/bVv dV7 (dVx dVy\* (bVy dVz n i r \ 

+ ( ^ + ^ T 2 ) + ( T 2 + " ^ +e vx) \ 9 v dx ) \ bz dy V 

/bVx dVz 

V dz dx 

+ i j ( V . V ) 2 

-rvy)
2] 

(i) 

where /x and ?/ are coefficients of viscosity; 6' (z) denotes the 
derivative of pitch angle d(z) with respect to z\ the dif­
ferential operator 8/5z stands for 6' (y (d/dx) — x (d/dy)) 
+ d/dz and the divergence of V is 8Vx/dx + dVy/dy + 
5Vz/8z. The incompressible viscous dissipation function given 
by equation (30)1 failed to include the 6' Vx and d' Vy terms. 

In the associated heat transfer study, it will be shown below 
that the temperature fields and Nusselt numbers for cases 2 
and 3 can be deduced from those of case 4 by applying 
symmetry and the principle of superposition. The temperature 
fields of case 2 and case 3 are related, respectively, to that of 
case 4 by 

By J. H. Masliyah and K. Nandakumar, published in the November 1981 
issue of the ASME JOURNAL OF HEAT TRANSFER, Vol. 103, No. 4, pp. 785-790. 

2Ibid, pp. 791-796. 
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University, Washington, D.C. 20059; also instructor, Department of 
Mechanical Engineering, Hangzhou Institute of Electronic Engineering, 
Hangzhou, Zhejiang Province, People's Republic of China. 

Professor, Department of Mechanical Engineering, Howard University, 
Washington, D.C. 20059. 

(2) 
T2(x,y) = T4(-x, -y) + T4(-y,x) 

T,{x,y) = r4(*j>) + T^-x, -y) 

Thus it is to be expected that the respective fluid bulk 
temperatures satisfy the relations 

Tbi = 7j3 = 2 TM 

A local Nusselt number based on the temperature difference 
between the local wall temperature and the fluid bulk tem­
perature is 

2a dT 

dn 
N u « ) = - (3) 

\T„(£)-Tb\ dn U 

where %=x if y= ±a or £=y if x= ±a; and T„ (?) is either a 
finite constant, T0 or zero. The unit normal n at the wall 
points away from the fluid (or into the wall). The average 
Nusselt number for a wall is defined by 

Nu = 

r Nutfxi 
J -a 

+ d'H2yndn 

j " a ( l + 0'2£2),/2tfS 

(4) 

The Nu for a wall in case 2 and case 3 can also be obtained by 
superimposing Nu's for case 4. It can be derived, for example, 
that 

N u 2 0 = - « ) = 

Nu3(X = fl) : 

1 
[rMNu4o=«) 

+ (7 '0-7 ,
M)Nu4( jf=a)] 

•HT0-T„)mA(x = a) 

(5) 

Tn-Th 

+ r M N u 4 ( * = - « ) ] (6) 

Other average Nusselt numbers can analogously be deduced. 
Using the numerical values of Nu for case 4 presented in 

Table 3 2 , the calculated value of Nu2 (y=-a) is 11.45 
compared with 11^42 as given in the table. Similarly, the 
calculated value of Nu3 (x=a) is 21^55 compared with 21.54 
as deduced from tabulated values of Nu's for a half of a wall. 
In general, the agreement between values of Nu deduced from 
case 4 and those tabulated (presumably by direct numerical 
integration) is to the third significant digit inclusive. 
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Transient Heat Flux Measurement in the Combustion 
Chamber of a Spark Ignition Engine1 

A. H. George2. Alkidas and Myers reported Significant 
cycle-to-cycle variations in the local surface temperature and 
local heat flux within the combustion chamber of a spark-
ignition engine. 

The steady periodic solution of the one-dimensional heat 
conduction equation [1] was used to compute the local heat 
flux from measurements of the local surface temperature 
taken during a particular engine cycle. Unfortunately, this 
solution to the one-dimensional heat conduction equation is 
valid only if the local surface temperature time history is a 
periodic function of time, i.e., only if no cycle-to-cycle 
variations exist. 

1 By A. C. Alkidas and J. P. Myers, published in the February 1982 ASME 
JOURNAL OF HEAT TRANSFER, Vol. 104, No. 1, pp. 62-67. 

2Division of Engineering, California State University, Chico, Calif. 95929, 
Assoc. Mem. ASME 

The cycle-to-cycle variations in local heat flux reported by 
Alkidas and Myers may not be meaningful since they are 
apparently based on an incorrect solution of the one-
dimensional heat conduction equation. 

Reference 
1 Alkidas, A. C , "Heat Transfer Characteristics of a Spark-Ignition 

Engine," ASME JOURNAL OF HEAT TRANSFER, Vol. 102, No. I, 1980, pp. 

189-193. 

Authors' Closure 

Professor George's comments on the method used to 
evaluate cycle-to-cycle variation of local heat flux are valid. 
The authors are well aware that the technique used is ap­
proximate because it assumes that the local surface tem­
perature history is a periodic function of time. 

However, the authors are not aware of an "exact" 
technique that may be used to evaluate heat flux at each cycle. 
It is also important to note that the cycle-to-cycle variations in 
heat flux appear to be caused by cycle-to-cycle variations in 
flame propagation, which are random. 
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